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Abstract

Type II diabetes is a complex health condition requiring patients to closely and continuously collaborate with healthcare professionals and other caretakers on lifestyle changes. While intelligent products have tremendous potential to support such Diabetes Lifestyle Management (DLM), existing products are typically conceived from a technology-centered perspective that insufficiently acknowledges the degree to which collaboration and inclusion of stakeholders is required. In this article, we argue that the emergent design philosophy of Hybrid Intelligence (HI) forms a suitable alternative lens for research and development. In particular, we (1) highlight a series of pragmatic challenges for effective AI-based DLM support based on results from an expert focus group, and (2) argue for HI’s potential to address these by outlining relevant research trajectories.

1. Introduction

One of the fastest growing lifestyle-related diseases is Type II Diabetes, with 536.6 million people diagnosed in 2022 (10.5% of the world population) and 783.2 million people predicted to be diagnosed by 2045 (12.2%) (Sun et al., 2022). Diabetes puts an enormous strain on healthcare, as it requires regular monitoring and can cause complications requiring prolonged care (Okemah et al., 2018). Since type II Diabetes can be prevented or mitigated through lifestyle changes (Magkos et al., 2020), much research focuses on AI-based support products to assist patients in lifestyle management (Contreras and Vehi, 2018). Thus far, however, widespread adoption of such products has been hindered by a variety of issues (cf. Lie et al. (2017)) that can be traced to a prevalent technology-centered design philosophy underlying development (Ziefle et al., 2017; D’Haeseleer et al., 2021).

Hybrid Intelligence (HI) is an emerging design philosophy aimed at augmenting human capabilities with AI-based capabilities and vice versa (Wiethof and Bittner, 2021; Akata et al., 2020). The central idea behind HI is that agents – artificial or human – use their complementary capabilities to strengthen and support the socio-technical system as a whole, resulting in improved performance overall (Dellermann et al., 2019). HI adopts a holistic systems perspective, considering constituting agents’ different capacities in research and design. To achieve HI, Akata et al. (2020) prescribe that the socio-technical system should support Collaboration, Adaptivity, Explainability and Responsibility in behavior among agents.

This article argues that embracing HI as a perspective is especially beneficial for developing effective support products in Diabetes Lifestyle Management (DLM), a domain where collaboration and inclusion of many different actors is required for success. Concretely, we (1) discuss a series of Pragmatic Challenges for intelligent support of DLM based on an expert focus group, and then (2) propose a set of Research Trajectories from within a HI perspective to address these challenges.

2. Pragmatic Challenges for Effective AI-based DLM Support

In the following, we outline a series of pragmatic challenges (identified as C1-C4 below) for the successful design, development, or adoption of AI-based support products for DLM. These are derived from the results of three participatory design sessions (Spinuzzi, 2005) of four hours each, respectively focusing on (1) problem identification, (2) an envisioned HI system design, and (3) the further iteration of main support functions. Sessions were organized
in accordance with the institutional policy of the Nederlandse organisatie voor Toepenst-Natuurwetenschappelijk Onderzoek\(^1\) (TNO) that ethical approval was not required as no personal information would be collected, and there was no foreseeable risk of harm to the participants. Participants included two general practitioners, two lifestyle coaches, three diabetes researchers, four IT healthcare company representatives, two interaction designers, and four human-AI interaction researchers guiding the sessions. Sessions focused on the initial design phase of ideation (Goel, 1995), with the first one revolving around stakeholder identification (Vos and Achterkamp, 2006), and the others iterating on support function ideas through storytelling (Hunsucker and Siegel, 2015) and story-boarding activities (Mitchell and Nørgaard, 2011). Participants were kept engaged and critical through Socratic questioning. A major limitation was the absence of patient representatives. A report was written to summarize the identified scenarios and support functions. Finally, the authors reflected on these outcomes in a separate workshop, formulating the challenges below.

**C1: Continuous Involvement of Diverse Stakeholders** The insights obtained from participants reinforce existing findings about the meaningfulness of the continuous involvement of stakeholders throughout a product’s life cycle – including the design, development, maintenance, and revision phases. Without such involvement, support products are unlikely to operate safely and effectively. Involvement also facilitates integration in organisations (Makarius et al., 2020) and contributes to successful deployment (Rafner et al., 2022). Participants mentioned, however, that different stakeholder groups have preconceptions of each other that may hinder communication and understanding. For example, technologists (e.g., AI experts) may falsely believe that domain experts (e.g., doctors) are overly technology-averse. Such gaps in understanding a problem, its context, and the role of technology are well known in cognitive science and system engineering (Rasmussen, 1987; Leveson, 2012). Importantly, the literature points out that keeping stakeholders involved requires participation to be approached critically (Bødker and Kyng, 2018; Sloane et al., 2022). A mere focus group to derive specifications at the start of a project does not constitute participation but merely consultation. Finally, all participants agreed that, unfortunately, patients and their families are often poorly represented. This is a serious problem, as these groups are both critically relevant for and at risk in DLM support.

**C2: Long-term Patient Engagement** One challenge participants highlighted was the difficulty of keeping patients engaged with a support product. This observation is in line with findings suggesting that engagement wanes after an initial novelty effect (van Olmen, 2022; Schmidt-Kraepelin et al., 2019; Mustafa et al., 2022). A particularly strong influence limiting patients’ engagement is that many products assume high levels of digital and health literacy, which does not reflect the target population (AshaRani et al., 2021). Notably, participants observed a frequent overestimation of patients’ capability to interact with support technology. An awareness of such limitations might be provided through adequate stakeholder involvement, but systems will still be required to overcome the challenges of retaining patient engagement over time.

---
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C3: Managing Evolving Domain Knowledge The next challenge stems from the fact that DLM is a heavily researched topic, with roughly 15,000 new publications in 2022 on PubMed (McEntyre and Lipman, 2001). This information overload makes it difficult for developers to incorporate the latest insights into their products. Participants point out that relying on healthcare professionals to keep up with the evolving domain knowledge is not a solution due to their high workload.

C4: Accounting for Interdependence Finally, healthcare systems are complex institutions comprising many different actors that need to collaborate in the treatment of diabetes, e.g., a doctor requiring both patient input and insurance coverage information. In particular, DLM support involves a significant degree of interdependence (Gerpott et al., 2018) within a complex web of stakeholders. That is, different parties beyond the patient (e.g., healthcare professionals or family members) have relevant outcomes associated with the process, and crucially, these may strongly depend on one another. Importantly, stakeholders may also pursue conflicting interests or be subject to different constraints, e.g., healthcare providers might prioritize cost minimization, and healthcare professionals may optimize time budgets. While support products are envisioned to partake in this overarching collaborative environment, how to make these appropriately responsive remains largely unclear.

3. Hybrid Intelligence-based Research Trajectories

In the following, we outline four HI-based research trajectories (identified as T1-T3 below), each touching on one or more of the above challenges.

T1: Developing Methods for Adaptive Stakeholder Involvement As discussed, it is a major challenge to meaningfully involve a significant number of heterogeneous stakeholder groups throughout a product’s life cycle (→C1), especially in high interdependence settings (→C4). Consequently, continuous involvement requires support products with the right capabilities to integrate dynamically into the web of ongoing collaborations.

HI’s socio-technical perspective can effectively guide these developments by emphasizing collaboration among agents and inspiring solutions that actively leverage interdependencies for better outcomes. Existing design tools, such as the Coactive Design Method (Johnson et al., 2014), could form a meaningful starting point to design for this purpose. Ultimately, however, we contend that novel design methodologies and tools must be created to ensure adaptive involvement over time and organizational embedding Sherson et al. (2023); Dell’Anna et al. (2024). Additionally, the continuous identification, elimination, and mitigation of risks emerging from this embedding may require the development of adequate control structures (Rasmussen, 1997).

T2: Developing Inclusive Interaction Capabilities We contend that long-term patient engagement (→C2) requires support products that can explicitly account for differences between patient capabilities and adapt their functionality dynamically in interaction. Importantly, this should also encompass differences in beliefs and goals and how they might relate to relevant outcomes for patients and other stakeholders in the DLM process (→C4). We believe HI provides a suitable conceptual framework for guiding this enterprise because
it considers not only adaptivity but also responsibility, explainability, and collaboration as central (Akata et al., 2020). Building on this, we identify the following three key capabilities:

- **Dynamic Conversational Expression** Supporting DLM requires dynamic, ongoing interactions to keep patients engaged in the process and cater to their specific informational needs and capabilities (Kamphorst and Kalis, 2015; Kamphorst, 2017). Conversational agents are the dominant paradigm to facilitate these in healthcare support products (Laranjo et al., 2018; Milne-Ives et al., 2020; Kramer et al., 2020; Parmar et al., 2022). Recent advancements in the development of large language models (LLMs) allow for natural language content to be created dynamically (Dai et al., 2019; Brown et al., 2020), opening new avenues for linguistic variation in the interactions (Sallam, 2023). Integrating reinforcement learning techniques could improve long-term engagement further (Gao et al., 2018; Zou et al., 2019) by introducing continual optimization in the provided support. However, using such technologies is not without risk: LLMs are known to have shortcomings – such as hallucinating factually wrong content, data biases, and a lack of interpretability – that have the potential for disastrous consequences in healthcare contexts (Yang et al., 2023). Therefore, research must be accompanied by additional efforts to understand, mitigate, and explain these risks.

- **Dynamic Patient Modeling** To effectively support patients, understanding their drives and barriers to lifestyle changes is required. To do so, prior research suggested computational representations in terms of values, norms and similar broad motivational construct (Tielman et al., 2018; Kließ et al., 2019; Cranefield et al., 2017; Ajmeri et al., 2017). However, these can be too static to account for dynamic changes in situational influences over time. Consequently, an adaptive patient modeling approach where a fine-grained model can be updated by observing patients and their context within face-to-face interactions could be needed. Specifically, because many existing collaborations between a patient and a healthcare professional play out in face-to-face interactions, understanding perceptions of interdependence (Gerpott et al., 2018) in these settings seems crucial for effective AI-based support (e.g., based on automatic analysis of nonverbal behavior (Dudzik et al., 2021)). However, it is still unclear to what extent relevant high-level concepts for patient models can be inferred solely from observing actors’ behavior (Armstrong and Mindermann, 2018). As such, research on (pro-)active interaction capabilities for building understanding (e.g., through dialog) rather than purely passive monitoring is crucial.

- **Effective Theory of Mind Reasoning** Apart from modeling patients individually, supporting effective collaborative interactions also requires understanding their differences in beliefs and goals with other stakeholders – e.g., in medical consultation meetings. For this reason, we propose that intelligent solutions must possess a computational Theory of Mind (ToM) of involved parties (Erdogan et al., 2022). Research must strive to develop solutions for identifying conflicts in beliefs within the data-intensive and privacy-sensitive setting spanned by DLM. Moreover, a prag-
T3: Facilitating Collaborative Support for Knowledge Management Finally, we believe that HI-based solutions are well-equipped for addressing the rapidly changing knowledge relevant to DLM (→C3). In particular, HI’s focus on collaboration and its understanding of technological applications within larger socio-technical systems facilitate identifying where and how functionality could be provided. In essence, it encourages not only addressing but also capitalizing on the setting’s interdependencies (→C4). For example, HI-based solutions might focus on continuously providing healthcare professionals with timely information about specific patients instead of directly attempting to advise patients. Overall, this approach could effectively synergize with existing human capabilities, resulting in better outcomes (e.g., more effective consultations or reduced workloads).

Essential for such collaborative support are computational knowledge structures that can be continuously updated. Knowledge graphs are a popular tool for this purpose (El-Sappagh and Elmogy, 2020; Cote and Robboy, 1980), as they are both intuitive to create and interpretable for humans (Tiddi and Schlobach, 2022). While creating them has traditionally been labor-intensive and prone to bias, new data-driven approaches can facilitate or even automate this process (Asim et al., 2018; Cimiano and Völker, 2005). Additionally, it will be worthwhile examining how a product can teach such knowledge to a domain expert (e.g., akin to TrueLearn (Bulathwela et al., 2020)). Research into knowledge management is vital to further facilitate development, especially in efforts to combine symbolic knowledge representations with data-driven techniques.

4. Conclusion

In this viewpoint, we have argued that Hybrid Intelligence (HI) provides a suitable lens for developing AI-based Diabetes Lifestyle Management (DLM) support products. Considering products as part of a larger, dynamic, and interdependent socio-technical system will help address many issues currently preventing effective solutions. Based on participatory design sessions, we have presented a series of pragmatic challenges to be addressed (identified as C1-C4 in Section 2 above) and outlined relevant research trajectories for doing so (identified as T1-T3 in Section 3 above). We plan to actively pursue these trajectories in future research, working towards an effective HI system for DLM support.
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