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Abstract

Markov decision processes are of major interest in the planning community as well as
in the model checking community. But in spite of the similarity in the considered formal
models, the development of new techniques and methods happened largely independently
in both communities. This work is intended as a beginning to unite the two research
branches. We consider goal-reachability analysis as a common basis between both commu-
nities. The core of this paper is the translation from JANI, an overarching input language
for quantitative model checkers, into the probabilistic planning domain definition language
(PPDDL), and vice versa from PPDDL into JANI. These translations allow the creation
of an overarching benchmark collection, including existing case studies from the model
checking community, as well as benchmarks from the international probabilistic planning
competitions (IPPC). We use this benchmark set as a basis for an extensive empirical
comparison of various approaches from the model checking community, variants of value
iteration, and MDP heuristic search algorithms developed by the AI planning community.
On a per benchmark domain basis, techniques from one community can achieve state-of-
the-art performance in benchmarks of the other community. Across all benchmark domains
of one community, the performance comparison is however in favor of the solvers and algo-
rithms of that particular community. Reasons are the design of the benchmarks, as well as
tool-related limitations. Our translation methods and benchmark collection foster cross-
fertilization between both communities, pointing out specific opportunities for widening
the scope of solvers to different kinds of models, as well as for exchanging and adopting
algorithms across communities.

1. Introduction

Running systems (be it purely software based, or with a physical component) in the real-
world adds uncertainty to the system’s execution from all kinds of sources. This uncertainty
can for instance come from the environment itself (e.g., external events), the possibility of
failures (e.g., a robot hand might fail to grasp), or even the intrinsic probabilistic nature of
actions (e.g., tossing a coin). Reasoning over models that exhibit stochastic behavior has
thus become an important topic in the model checking and planning communities.
Markov decision processes (MDPs) are the common formalism to encode stochastic
models under the assumption of full observability of the model’s states and action effects.

(©2020 AI Access Foundation. All rights reserved.



KLAUCK, STEINMETZ, HOFFMANN, HERMANNS

An MDP provides a formal description of the states and the probabilistic transition function
between the states. Given an MDP, in planning one is usually interested in finding a
way to reach some predefined goal starting from an initial state. Unlike in the classical
case, solutions are no longer simple sequences of actions, but policies, i.e., whole functions
detailing what action to do in which situation. To differentiate between policies, various
different quality criteria are considered. Here, we are interested in MaxzProb (Kolobov,
Mausam, Weld, & Geffner, 2011; Teichteil-K6nigsbuch, 2012; Trevizan, Teichteil-Knigsbuch,
& Thiébaux, 2017), which is finding the policy whose execution leads to the satisfaction of
the goal with maximal possible probability.

Traditionally, model checking is concerned with proving a system to be failure free (given
a formal model and specification of the system). However, under the presence of stochastic
behavior this statement might be too strong, or simply not possible to achieve. Instead one
looks for a quantification of the likelihood of system failures. Desired properties of a system
are formally expressed in temporal logics, such as LTL (Pnueli, 1977) or PCTL (Hansson
& Jonsson, 1994), the latter being specifically designed to reason over stochastic behavior.
A key feature of temporal logics is the ability to consider sequences of events for defining
correct or erroneous system behavior. In spite of the complexity of these logics, in practice,
computing the (minimal or maximal) probability that the model violates the property typ-
ically boils down to reachability analysis (Baier, de Alfaro, Forejt, & Kwiatkowska, 2018).

Despite this strong link between MazProb analysis in probabilistic planning and reacha-
bility analysis in probabilistic model checking, the research in general, and the development
of new algorithms more specifically, has happened largely independently in each community.
As an effect, the available model checkers and probabilistic planners follow fundamentally
different approaches for MDP goal-reachability analysis. The former tools pay the support
of complex temporal properties by a limitation of the space of possible analysis algorithms.
Concretely, most model checkers fall back to different variants of value iteration (VI). As
VI requires the explicit construction of the MDP’s state space in memory, to make it work
in practice, a lot of effort was spent on storing the required information as compactly as
possible, through the use of symbolic data structures (Miner & Parker, 2004; Kwiatkowska,
Norman, & Parker, 2004). In contrast, probabilistic planners focus on a different class of
algorithms, particularly tailored for reachability analysis: MDP heuristic search (Barto,
Bradtke, & Singh, 1995; Hansen & Zilberstein, 2001; Bonet & Geffner, 2003b). Heuris-
tic search algorithms use their current knowledge of the value function, in our case the
goal-probability estimations computed so far, in order to disregard parts of the MDP state
space that provably cannot be part of an optimal solution. To make the heuristic search’s
initial value function estimates more accurate, and thus to improve the overall efficiency,
one can additionally exploit heuristics, functions that provide per-state goal-probability
over-approximations.

Traditionally, research on probabilistic heuristic search algorithms focused on a partic-
ular class of MDPs: stochastic-shortest path problems (SSP) (Bertsekas & Tsitsiklis, 1996;
Mausam & Kolobov, 2012). SSPs make specific assumptions that can be exploited by the
heuristic search algorithms for the sake of simplicity and efficiency. These assumptions are
however more restrictive than what is usually considered by the probabilistic model checking
community (also most of their publicly available benchmarks do not fall into this category).
Crucially, and seemingly contrary to our intention of using goal-probability analysis as a
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common ground, the SSP heuristic search algorithms cannot handle MaxProb analysis right
away. Fortunately, the restrictions of SSP MDPs can be bypassed via the FRET (find,
revise, and eliminate traps) framework (Kolobov et al., 2011). In a nutshell, FRET runs
a series of heuristic search executions, identifying and eliminating traps after every itera-
tion, i.e., end-components in an accordingly defined sub-graph of the overall state space,
so to ensure progress in the next iteration. Recently, Trevizan (2017) introduced I-Dual, a
heuristic search method capable of directly dealing with MazProb MDPs, and thus making
the FRET outer-loop obsolete. I-Dual’s key to the support for more general MDPs is the
use of linear programming instead of following the asynchronous value iteration scheme,
which underlies most of the SSP heuristic search algorithms.

In this paper, we begin to bring together the work of both communities using goal reach-
ability analysis as a common basis. We will be presenting translations between JANI (Budde,
Dehnert, Hahn, Hartmanns, Junges, & Turrini, 2017), an input language for quantitative
model checkers, and PPDDL (probabilistic planning domain definition language) (Younes
& Littman, 2004), an input language for probabilistic planners. JANI and PPDDL already
come with a wide range of benchmarks. We use our compilations to combine them into
one comprehensive collection. This common benchmark set serves as basis for an extensive
empirical comparison of state-of-the-art quantitative model checkers and optimal PPDDL
planners.

JANI (Budde et al., 2017) is a powerful language that can express models of stochas-
tic, distributed, and concurrent systems. In full generality, JANI models are networks of
stochastic timed automata. But the core formalism are MDPs. JANI was designed with a
particular focus on extensibility and machine readability in mind. Extensibility simplifies
the integration of new features, not part of the JANI core already (an example is the support
of arrays). Machine readability makes it easier to add JANI support to existing tools. JANI
is targeted at establishing a common input language for probabilistic model checkers.

On the planning side, PDDL (McDermott, 2000) is the de-facto standard input language
for classical planners. PPDDL (Younes & Littman, 2004) extends PDDL by the possibility
to define probabilistic action effects.!

JANT offers many modeling features that are not supported by PPDDL directly. To fos-
ter comparability in our experiments, we restrict our attention to JANI models that allow
for a largely structure-preserving translation into PPDDL, i.e., avoiding the introduction
of auxiliary state variables and actions if possible. Concretely, the restrictions pertain to
(1) the properties to be checked, in particular we consider MaxProb because we restrict the
experiments to this property type, (2) the state variables, (3) the initial state description,
and (4) automata synchronization. Regarding (1), we restrict our attention to temporal
formulas that can be represented directly in PPDDL, without the necessity of complex,
often exponentially size w-automaton constructions (Camacho, Chen, Sanner, & Mcllraith,
2017; Brafman, Giacomo, & Patrizi, 2018). Regarding (2), to be able to use the available
PPDDL planners, we limit the consideration to finite-state models. Regarding (3), we
assume JANI models with a single initial state. JANI allows to succinctly represent multi-

1. The RDDL language (Sanner, 2010) has been introduced to cope with PPDDL’s inability to efficiently
model exogenous events (such as the arrival rate of cars in a traffic control system). Yet RDDL goal-
probability benchmarks and RDDL planners supporting goal-probability analysis do, to the best of our
knowledge, not exist. So we do not deal with RDDL in our work here.
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ple initial states via set constraints. Although theoretically possible, the translation into
PPDDL may come with an exponential blow-up. Regarding (4), JANI supports action-
label based synchronization between multiple automata. Representing this in PPDDL
would require the introduction of additional state variables and actions, potentially biasing
the performance comparison between model checkers and planners. All features but the
last one are rarely — if at all — used by the existing JANT benchmarks. Thus, while all these
assumptions constitute theoretical limitations of our method, their effect on the practical
use of our translation are benign.

In our experiments, we compare three state-of-the-art probabilistic model checkers: the
MODEST TOOLSET (Hartmanns & Hermanns, 2014), Prism (Kwiatkowska, Norman, &
Parker, 2011; Brazdil, Chatterjee, Chmelik, Forejt, Kretinsky, Kwiatkowska, Parker, &
Ujma, 2014), and STORM (Dehnert, Junges, Katoen, & Volk, 2017), and two optimal
PPDDL planners: Trevizan et al.’s (2017) extension of MGPT (Bonet & Geffner, 2005),
and PROBABILISTIC FAST DOWNWARD (PFD) (Steinmetz, Hoffmann, & Buffet, 2016).
Each tool is run in various configurations, thus covering a broad range of different VI and
heuristic search algorithms.

As usual, performance heavily depends on the domain. There are both, cases where
heuristic search achieves state-of-the-art performance in model checking benchmarks, and
cases where model checking VI variants achieve state-of-the-art performance in planning
benchmarks. Across domains, benchmarks from one community tend to favor the tools and
algorithms from that community. Reasons for this are benchmark design as well as tool
specific issues. Many model checking benchmarks consist of multiple largely independent
components that generate the same transition behavior. Model checkers are extremely
efficient at exploiting such redundancies via symbolic representations. In contrast, planning
benchmarks often don’t contain such structure, and if they do then that structure is much
less visible in the input file. The latter relates to a weakness of current model checking
tools based on BDD techniques: even small changes to the input, e.g., the ordering of
state variable definitions, can improve or degrade performance tremendously. The optimal
probabilistic planners considered here, on the other hand, are geared towards models whose
states and transitions can be easily expressed with propositional logic. Model checking
benchmarks often use numeric variables and operations, which translated into PPDDL
generate considerable overhead.

Our combined benchmark collection and experiments identify these issues, pinpointing
weaknesses that may be addressed by broadening the tools’ scope. Moreover, the exchange
of ideas and algorithms across communities is motivated by the cases where a tool /algorithm
from one community exhibits state-of-the-art performance on benchmarks from the other
community. The latter pertains concretely to VI enhancements from model checking that
could be useful in planning, and to heuristic search algorithms from planning that could be
useful in model checking. In own work motivated by our observations here, we developed
a preliminary adaptation of MDP heuristic search with FRET in the MODEST TOOLSET.
Further, our compilations already contributed to the 2019 Comparison of Tools for the
Analysis of Quantitative Formal Models, QComp 2019 (Hahn, Hartmanns, Hensel, Klauck,
Klein, Kretinsky, Parker, Quatmann, Ruijters, & Steinmetz, 2019) and the Quantitative
Verification Benchmark Set (Hartmanns, Klauck, Parker, Quatmann, & Ruijters, 2019).
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The connection between planning and model checking is, in general, well known, and
prior work has explored a variety of its aspects. Edelkamp (2003) introduces a compilation
from the Promela language (Holzmann, 2004) into classical planning. Brazdil et al. (2014)
applied and extended the heuristic search algorithm BRTDP (McMahan, Likhachev, &
Gordon, 2005) in probabilistic model checking, showing promising results in their prelimi-
nary experiments. Baumgartner et al. (2018) have adapted the I-Dual algorithm (Trevizan
et al., 2017) for the purpose of probabilistic automata synthesis, outperforming existing
methods in several domains. Against the background of these works, our contribution lies
in a systematic exploration of the state of the art, joined across both communities, in
goal/reachability probability analysis.

The paper is organized as follows. We first introduce the core background of MDP goal-
reachability analysis in Section 2.1. In Section 2.2, we provide a broad overview of the most
relevant algorithms for that problem today, from both the model checking and the planning
communities. After this literature review, we describe the input languages and spell out
our compilations in Sections 3 and 4. We then provide a detailed empirical comparison
of model checkers and planners over a large benchmark set. The benchmark collection is
described in Section 5. The tools and the experiment setup are discussed in Section 6. The
evaluation is split up in a comparison of the basic approaches (Section 7), an ablation study
considering the various optimizations developed by both communities (Section 8), and an
evaluation of the input reading and preprocessing (Section 9). We discuss related work in
Section 10 before concluding the paper in Section 11.

2. Probabilistic Reachability Analysis

We consider goal-reachability probability analysis in probabilistic transition systems as a
common basis to probabilistic model-checking and probabilistic planning. In this section,
we describe the principle definitions of this analysis in terms of Markov decision processes
(MDPs). We give a brief overview of the most common and central algorithms to solve
MDP reachability problems today.

2.1 MDPs

An MDP is a tuple M = (S, 7T, A, so,S«) consisting of a finite set of states S, a finite set
of actions A, the transition probability function T : S x A X S + [0,1], a single initial
state sg € S, and a set of goal states S, C S. An action a € A is applicable in a state
s € S if there exists t € S such that 7(s,a,t) > 0. We denote by A(s) C A the set of
all actions that are applicable in s. For every state s € S and applicable action a € A(s),
T (s,a) must induce a probability distribution over the states S, i.e., it must hold that
Y oes T(s,a,t) = 1. A state s is called terminal if A(s) = (). The set of all terminal and
non-goal states are denoted S .

A (deterministic and stationary) policy is a partial function 7 : S — A, deciding which
action to perform in a given state. For every state s, if 7(s) is defined, then it must hold
that 7(s) € A(s). 7 is closed for a state s € S, if w(t) is defined for every state t that is
reachable from s by following 7 and t & (S USx). 7 is closed if 7 is closed for sp.

In this paper, we are particularly interested in the MazProb objective, i.e., finding a
policy that reaches from sy states in S, with maximal possible probability. We denote
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by V™ : § — [0, 1] the goal-reachability probabilities induced by policy 7. If 7 is closed
for a state s, V™ constitutes the point-wise smallest function satisfying the Bellman equa-
tion (Puterman, 1994):

0 ifseS,
Vi(s) =<1 if s € S, (1)
MaXae A(s) Dres 1 (5:a,t) - VT(t) otherwise

The maximal goal-reachability probability for a state s is given by

V*(s) = max  V"(s) (2)
7. closed for s

Below we will mainly focus on finding V* itself. An optimal policy can be obtained
directly from V* by choosing, for every state s ¢ (S, U Si), the action a € A(s) that
maximizes the expression in Equation (1) corresponding to V*(s).

The definition above assumes that the MDP is given in an explicit form, i.e., explicitly
providing the set of all states and transitions. In practice, this would however be very
inconvenient, or due to the enormous size of the models often even impossible. Instead,
MDPs are described implicitly, factorizing states into state variables, and defining actions
based on conditions and effects on those variables. We will discuss two particular MDP
modeling languages for that purpose in Section 3.

2.2 Algorithmic Approaches

Interesting models from a practical perspective often come with huge probabilistic transition
systems, comprising millions or even billions of states. By exploiting particular structures
of the application, such models can often still be represented very succinctly in terms of
implicit encodings of the probabilistic transition systems. However, to give an answer to the
optimization objective in consideration, the actual MDP solvers usually still need to reason
over the underlying explicit transition structure after all. The size discrepancy between
explicit and implicit representation is commonly known as the state explosion problem. To
deal with implicitly defined models as efficiently as possible, the model checking and plan-
ning communities invented different kinds of approaches, to a large extend independent from
each other. In model checking, the support of complex temporal properties often requires to
consider, and to actually reconstruct, the entire transition system from the compact input
description. A considerable portion of work was therefore spent on developing compact rep-
resentation methods that efficiently support operations required for the analysis of the given
properties. On the other hand, the focus on reachability properties, or variants thereof, has
led the planning community to follow a different direction. A central idea underlying many
of the algorithms invented there is the incorporation of additional information, automati-
cally extracted from the compact model description. This information is exploited in order
to take into consideration only a small part of the whole transition system, deemed to be
relevant to answer the desired objective. So far, there are only a few works that started
to bridge the gap between both communities (e.g., Teichteil-Konigsbuch, 2012; Sprauel,
Kolobov, & Teichteil-Kénigsbuch, 2014; Brazdil et al., 2014; Baumgartner et al., 2018).
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For the sake of simplicity, we will specifically consider MDP MaxProb analysis in what
follows. However, all of the presented algorithms support more general reward objectives as
well. The presented approaches can roughly be split into two categories: value iteration, and
heuristic search. We will next discuss different variants of each category. There also exist
algorithms to solve MDP reachability problems that do not fit into those categories, notably,
policy iteration (Puterman, 1994) and various linear program (LP) encodings (d’Epenoux,
1963). These are however less frequently used in practice, and their discussion is thus
omitted, respectively shortened or discussed with the related work in Section 10, for brevity’s
sake.

2.2.1 VALUE ITERATION

One of the most fundamental algorithms to the analysis of quantitative properties in MDPs
is value iteration (VI) (Puterman, 1994). Given the input description of the model, VI
follows roughly two steps: (S1) a forward pass, starting from the initial state, and building
up the reachable part of the state space; and subsequently (S2) the actual value iteration
part, updating a solution vector until the values of all reachable states have converged.
Due to numeric instability issues, one usually uses an e-convergence condition to check
termination, where the value propagation part is stopped as soon as no state value changes
by more than €. Some probabilistic model checkers feature an option that allows to compute
exact results (Kwiatkowska et al., 2011; Dehnert et al., 2017).

Various variants of VI have been proposed in literature, differing in how the required
per-state and per-transition information is stored, and how the value updates are exactly
performed. In its basic form, VI maintains in (S2) a solution vector V, storing for each
state its current value estimation, i.e., in our case the current goal-reachability probability
estimate. This solution vector is initialized to V(s.) = 1 for the goal states s, € S,, and
V(s) = 0 for all other states. To update the values in V, VI iterates over all reachable
non-goal states in turn and applies for each state s the Bellman backup operator:

V(s):= agl,?();) 2 T (s,a,t)-V(t) (3)

This iteration of updates continues until the values of all states have reached e-convergence.
We will next detail different improvements to this basic VI variant.

Precomputation and State Reduction The bulk of work done in VI is usually spent
on the value propagation phase. To avoid the consideration of all states in (S2), one can
precompute states that either cannot reach any goal state at all, i.e., dead-end states, or
can reach goal states with absolute certainty (Forejt, Kwiatkowska, Norman, & Parker,
2011). This precomputation step is done in between of (S1) and (S2) through a graph-
based analysis, propagating Boolean flags through the probabilistic transition system built
in (S1). Having identified such states, their values in V are initialized accordingly, and
once set, the values will no longer change when performing the value updates. In other
words, those states can then be ignored in (S2) completely. Additionally to saving some
numeric computations, numerical rounding errors on these states’ values are avoided, hence
improving the overall precision of the final result.
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Related to the idea of precomputing dead-end states, Steinmetz et al (2016) used goal-
distance estimators, heuristics functions, from classical planning to already identify some
of the dead-ends during the construction of the probabilistic transition system. Identifying
dead-ends within (S1) may allow to construct, and thus consider, only a part of the actual
reachable state space at the first place. Namely, during the forward pass, successor states
are only generated for states that are not identified as dead-ends by the heuristic. The
entries in V for all identified dead-ends are initialized and fixed to 0. Moreover, those states
will be ignored in the value iteration phase later on.

Topological Value Iteration The order in which the state values are updated does
not affect the final result. Moreover, V' (s) may only change if, since its last value update,
the value of at least one of the successors of s has changed. Topological value iteration
(TVI) (Ciesinski, Baier, Grofler, & Klein, 2008; Dai, Mausam, Weld, & Goldsmith, 2011)
exploits those observations by performing updates according to the topological order of the
state space. For that, TVI first finds all strongly connected components (SCCs) in the
state space. Afterwards, each SCC is handled separately, considering child SCCs before
their parents, and updating the values only for the states part of the considered SCC. By
following this order, it is guaranteed that the value of a state can no longer change after
the corresponding SCC has been processed.

Symbolic Value Iteration Clearly, the requirement of having to construct and to visit
the entire probabilistic transition system puts a major restriction onto the size of the model
that can be dealt with using VI. Even though the dead-end reduction method presented
above can work around this issue to some extent, the reduced state space often still remains
too large to be built and represented explicitly. Motivated by the success in qualitative
model checking, a VI variant has been proposed that adopts the idea of using symbolic
data structures to compactly represent and efficiently reason over large transition sys-
tems (Kwiatkowska et al., 2011). In a nutshell, the value iteration part can be considered
an iteration of matrix-vector multiplications, interleaved with maximum aggregations to
resolve the non-deterministic choices of the MDP. In this process, the vector constitutes the
current state-value estimations, as before. The MDP’s transition function is interpreted as
a matrix with number of rows equal to the number of probabilistic transitions, and number
of columns equal to the number of states. Each row gives for every state the corresponding
transition probability into that state. A single iteration of value updates then corresponds
to the multiplication of the transition matrix with the current solution vector, followed
by computing for every state the maximum over the entries in the resulting vector cor-
responding to the states’ outgoing transitions. In symbolic value iteration the transition
matrix and the solution vector are represented as multi-terminal binary decision diagrams
(MTBDDs) (Fujita, McGeer, & Yang, 1997), an extension of the widely-used BDD data
structure (Akers, 1959). MTBDDs natively support the two demanded operations. Through
the ability to exploit regularities in the encoded functions, often present in, e.g., probabilis-
tic transition systems derived from higher level modeling languages, MTBDDs can store the
required information very compactly. Since both, the matrix-vector multiplication and the
max aggregation operations have polynomial time complexity in the size of the MTBDD
data structure itself — not the actual encoded function — symbolic value iteration hence
works particularly well in cases where this representation is more compact.
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Hybrid Value Iteration The numeric operations on the MTBDD data structures come
with an additional overhead, which pays off only if the size of the symbolic encodings is
significantly smaller than the actual probabilistic transition system and state-value vec-
tor. To benefit from both, a compact representation as well as faster numerical operations
on explicit data structures, mixtures between the two have been considered (Kwiatkowska
et al., 2011; Dehnert et al., 2017). Hybrid value iteration uses the MTBDD data structure
to store the transition matrix symbolically, while the state-value vector is represented ez-
plicitly (e.g., as an array). The iteration of value updates follows the same procedure as
in the full symbolic case. To compute the multiplication of the symbolically represented
matrix with the explicitly represented vector, hybrid value iteration interleaves individual
matrix entry lookups (done through a single MTBDD traversal) with numerical compu-
tations. PRISM (Kwiatkowska et al., 2011) furthermore features an optimized version of
this algorithm, caching some sub-matrices of the transition matrix explicitly, to reduce the
number of (redundant) accesses to the MTBDD data structure.

2.2.2 HEURISTIC SEARCH

Heuristic search algorithms are based on the observation that for computing the maximal
goal-reachability probability for just the initial state, V*(sq), it is not necessarily required to
consider and to compute V* for all states reachable from sy. As a simple example, assume
that sy has two applicable actions: a; leading to a goal state with probability p > 0.5 (to
another state with the remaining probability 1 — p), and ay leading to a terminal non-goal
state s with the same probability p and to some state ¢t with the remaining probability.
Since we want to maximize the probability of reaching the goal, as can never be the action
selected in the max part of Equation (3) for sg. In particular, we do not need to know the
value of t to prove that as cannot be chosen for sy by any optimal policy. At the same time,
t might be rooting a subgraph of the state space. This entire subgraph could however be
ignored, if its consideration is only required for the computation of V*(t).

This property can be exploited by interweaving state space exploration, part (S1) of
VI, and value computations, (S2). Moreover, to further narrow down the focus to relevant
states, one can make use of external information in terms of heuristic functions, i.e., state-
value estimations. In the example above, assume that s, was not a terminal state. Then
it would be no longer possible to exclude as from consideration right away, since now an
optimal solution could potentially pass through s;. On the other hand, assume that we
are also given an optimistic approximation of V*, i.e., an (efficient to compute) function
h : S — R such that h(s) > V*(s) for all states s. Observe that h provides a necessary
condition for a probabilistic transition to be part of an optimal solution. In the example,
as is provably non-optimal if it holds that p-h(s, )+ (1 —p)-h(t) < p, since a; already leads
to a goal state with probability of at least p. This check relies entirely on the information
provided by h. In particular, if this condition is satisfied, then we could omit as from
consideration in sg while still not touching any of the successor states of s; or t.

Due to the lack of heuristic functions for the MaxProb objective, we will follow earlier
works (Steinmetz et al., 2016; Trevizan, Thiébaux, Santana, & Williams, 2016), and entirely
rely on heuristic functions from classical planning to obtain an approximative condition
whether or not a given state can reach any goal state at all. Dead-ends recognized by the
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heuristic will be assigned a goal-reachability probability of 0, all other states of 1. As long as
the underlying classical planning heuristic does not wrongly classify states to be dead-ends,
the associated MazProb heuristic hence constitutes an optimistic approximation of V*.

In the following, we outline three algorithms for the purpose of heuristic search in
MDPs. First, we will introduce a well-known representative of the heuristic search algo-
rithms, specifically tailored for a subclass of MDPs: stochastic shortest path (SSP) prob-
lems (Bertsekas & Tsitsiklis, 1996). Since MazProb MDPs do not fall into this class of
MDPs, additional steps, known as FRET, must be taken in order to apply those algorithms
to the MDPs considered in this paper. We will finally present an approach conceptually
slightly different from the SSP heuristic search algorithms, in particular not requiring the
FRET outer loop.

LRTDP Real-time dynamic programming (RTDP) (Barto et al., 1995) is one of the first
heuristic search algorithms for MDPs introduced in literature. It constitutes an anytime
algorithm that maintains and constantly keeps updating a current best solution, i.e., a partial
function providing the current state value estimates. When seeing a state for the first time,
its corresponding value entry is initialized by consulting a heuristic function. To update
the estimates, RTDP succeedingly runs trials, sample executions of the MDP, starting from
the initial state and ending once a terminal state is reached. To determine which successor
state to follow after state s, RTDP considers an action a € A(s) greedy with respect to
the current value function, i.e., one that maximizes Equation (3) for s, and then randomly
selects a state according to the probability distribution 7 (s,a). The value updates are
preformed along the trial execution. It is well-known that the value function will eventually
converge to V*, provided that (1) the MDP falls into the class of SSP problems (Bertsekas
& Tsitsiklis, 1996), and (2) an optimistic heuristic was used for the value initialization.
While (1) is a common assumption in many heuristic search algorithms, MazProb MDPs
unfortunately lie outside this category. We show in the next paragraph how to nevertheless
use those algorithms for MaxzProb analysis.

Labeled RTDP (LRTDP) (Bonet & Geffner, 2003b) extends RTDP by a mechanism
to mark, after each trial, those states as solved whose values have provably reached e-
consistency. The trials are terminated already at states marked as solved, fostering conver-
gence. Moreover, in contrast to RTDP which does not come with a termination condition,
LRTDP terminates the value update procedure as soon as the initial state is marked as
solved.

Find, Revise and Eliminate Traps (FRET) Heuristic search algorithms in the Al
literature were invented in the context of SSPs problems (e.g., Hansen & Zilberstein, 2001;
Bonet & Geffner, 2003a; Bonet, 2006), but were later on applied successfully also to non-
SSP problems like the MazProb analysis we are interested in here (Kolobov et al., 2011;
Steinmetz et al., 2016). SSP heuristic search algorithms can be applied to MazProb analysis
by wrapping them into a loop of iterations, known as the FRET framework: find, revise and
eliminate traps (Kolobov et al., 2011). In between calls to the heuristic search algorithm,
FRET analyses and accordingly changes the value function V' computed in the last heuristic
search iteration, guaranteeing progress in the next heuristic search iteration. This analysis
comprises of finding and eliminating traps, i.e., sets of states without outgoing probabilistic
transitions in the greedy graph associated with V. In the original proposal (Kolobov et al.,
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2011), the greedy graph was built by starting from the initial state and following all the
probabilistic transitions greedy under V, i.e., considering for a state the transitions of all
actions maximizing Equation (3). We denote this version by FRET-V. Later, Steinmetz et
al. (2016) proposed a variant where for every state only the transitions of a single action,
greedy under V', were considered. This optimization may help particularly in cases where the
heuristic function only provides little information. The latter variant is denoted FRET-m.
In both cases FRET terminates as soon as the greedy graph does not contain traps anymore.

I-Dual All the algorithms presented so far constitute different attempts to improve VI.
An alternative to VI to solve MDPs is given by a linear programming (LP) encoding of
Equation (3) (d’Epenoux, 1963). The LP has one variable for every state s reachable from
S0, representing the value of V*(s). For every probabilistic transition, there is a constraint
forcing the left hand side of Equation (3) of the source state of this transition to be at least
as large as the corresponding part in the right hand side. In case of MaxProb the variables
of all goal states are enforced to be 1. The LP’s objective is to minimize the value of sg.
Although this LP encoding provides a much more direct way of computing V*, it is usually
more expensive to use than the iterative algorithms.

I-Dual (Trevizan et al., 2016) operates on the dual of this LP encoding. Instead of
constructing the whole LP at once, I-Dual iteratively builds and solves larger fractions of
the LP. By carefully choosing the refinements, V*(so) can sometimes be computed without
actually considering the whole LP, and thus without actually visiting the entire state space.
The LP is constructed for a subset of states only. After every iteration, the LP is extended,
adding new states to this set. For this refinement I-Dual maintains a set of fringe states,
i.e., states occurring in the LP but whose outgoing transitions have not been considered
so far. By default, fringe states are treated as if they were goal states. To extend the LP,
I-Dual selects those fringe states that are visited by the last LP solution. The dual LP
encoding makes this selection effective, the corresponding states can be read off directly
from the LP solution. Once the states have been identified, I-Dual generates their outgoing
transitions, and modifies the LP accordingly. When generating the new transitions, states
might be encountered that do not appear in the LP built so far. These states become fringe
states in the next iteration. The algorithm terminates as soon as the last LP solution did
not visit any fringe state. At this point V*(sg) has been found. To direct the LP solution
towards an optimal solution, and to hence reduce the number of fringe states considered for
expansion, I-Dual deploys heuristic functions to distinct between fringe states.

3. MDP Modeling Languages

For the purpose of compactly and naturally describing probabilistic transition systems,
various modeling languages have been proposed in both the model checking and planning
communities, e.g., JANI (Budde et al., 2017), PrisM’s language (Kwiatkowska, Norman, &
Parker, 2012), MODEST (Hahn, Hartmanns, Hermanns, & Katoen, 2013), PPDDL (Younes
& Littman, 2004) and RDDL (Sanner, 2010). Each one focuses on different modeling
aspects, making it easier to model specific applications with one language than with another.
All commonly share the property to be able to succinctly express probabilistic transition
systems, being often even exponentially more compact than the represented system.
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In the following, we will particularly consider two modeling languages: PPDDL (Younes
& Littman, 2004) as an input language of probabilistic planners, being more suited for
the kinds of models considered in this paper than the more recently introduced planning
modeling language RDDL; and JANI (Budde et al., 2017). While PRISM is by far the
most prominent model checker for probabilistic systems, the Jani language is distinguished
as the overarching notation for a variety of different quantitative model checkers (PRISM
included). It crucially enables cross-comparison of results obtained by different tools (Hahn
et al., 2019), and its language features are of considerable interest to the AT community. For
example, it has recently been shown by Hoffmann, Hermanns, Klauck, Steinmetz, Karpas
& Magazzeni (2020) that JANI is much more general and capable than PDDL even for
describing probabilistic planning tasks, which shows that the language of the model checking
community has benefits when used on the planning side. With our compilations between
PPDDL and JANI we pave the way for future connections and research in this direction.

3.1 Probabilistic Planning Domain Definition Language (PPDDL)

PPDDL (Younes & Littman, 2004) is a syntactic extension of PDDL (McDermott, 2000),
the standard input language of all classical planners today. PPDDL 1.0 is based on PDDL
2.1 level 2 (Fox & Long, 2011) and adds the possibility to define probabilistic action effects,
i.e., probability distributions over multiple possible outcomes. PDDL has Lisp-like syntax
and, at its core, is centered around first-order logic over finite sets of objects. The description
of a planning model is divided into a domain and a problem specification.

The PDDL domain defines the general behavior of a whole family of individual planning
models. It consists of a hierarchical definition of the types of the objects within this planning
domain, predicates with arbitrary but finite arity, and action schemas. Both predicates and
action schemas may be parameterized in an ordered list of typed variables. Action schemas
additionally give an action name, a precondition — an arbitrary first-order formula, without
free variables over the defined predicates and action schema parameters — and an effect —
a conjunctive list of instantiated and possibly negated predicates. As an example, Figure 1
shows parts of the probabilistic version of the well-known Blocksworld domain. Consider the
top part. It defines 5 different predicates with their obvious meaning. The action schema
pick-up is parameterized in two variables: ?b1 the block to be picked up, and another block
?b2. The precondition requires that no other block is currently held, the block referenced
by ?b1l is located on top of ?b2, and no other block is stacked on top of ?bl. The action
successfully moves 7b1l from ?b2 into the robot’s hand with a probability of %. With a
probability of i, ?b1 is however placed onto the table instead.

A PDDL problem serves as an instantiation of a PDDL domain. It specifies a finite set
of (typed) objects. Plugging in the objects into the predicate and action schema parameters
yields the set of grounded facts, facts for short, and set of grounded actions, actions for short,
of the planning model. Moreover, the problem specifies the planning model’s initial state
and goal states. The initial state is described by a conjunctive list of facts true in it. All facts
that are not given are assumed to be false initially. The goal states are represented through
an arbitrary first-order formula over the facts, without free variables. The Blocksworld
instance shown at the bottom of Figure 1 defines three block objects. Initially all blocks
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are standing on the table. The goal is to have a single stack of b3, b2, and b1 from top to
bottom in that order.

(define (domain blocks-domain)
(:predicates (holding 7b - block) (emptyhand) (on-table ?b - block) (on ?bl 7b2
- block) (clear 7b - block))
(:action pick-up
:parameters (7bl 7?b2 - block)
:precondition (and (emptyhand) (clear 7bl) (on 7bl 7b2))
reffect (and
(probabilistic
3/4 (and (holding ?bl) (clear 7b2) (not (emptyhand)) (not (on ?bl ?b2)))
1/4 (and (clear 7b2) (on-table 7bl) (not (on ?bl ?b2))))))
(:action put-on-block
:parameters (7bl 7?b2 - block)
:precondition (and (holding 7bl) (clear ?bl) (clear ?b2) (not (= ?bl 7b2)))
:effect (and (probabilistic 3/4 (and (on ?bl ?b2) (emptyhand) (clear 7bl) (not
(holding ?b1)) (not (clear ?7b2)))
1/4 (and (on-table 7bl) (emptyhand) (clear ?bl) (not (holding 7b1)))))))

(define (problem blocksworld)
(:domain blocks-domain) (:objects bl b2 b3 - block)
(:init (emptyhand) (on-table bl) (on-table b2) (on-table b3) (clear bl) (clear
b2) (clear b3))
(:goal and((emptyhand) (on b2 bl) (on b3 b2) (clear b3) (on-table bl))))

Figure 1: Snippets of a simple PPDDL Blocksworld example, domain specification at the
top, problem file below.

Since its initial proposal by McDermott (2000), PDDL was constantly extended by
additional features (Fox & Long, 2011; Edelkamp & Hoffmann, 2004; Gerevini, Haslum,
Long, Saetti, & Dimopoulos, 2009), including the specification of numerical fluents and
corresponding action preconditions and effects (PDDL level 2), temporal aspects (PDDL
level 3), and many more. However, due to the limited support of those features in the
probabilistic planners considered in this paper, we will restrict ourselves to the PDDL level
1 subset, outlined above.

As already hinted before, the first step of dealing with a pair of PPDDL domain and
problem is grounding, i.e., instantiating the PPDDL domain with the information provided
by the PPDDL problem. Instead of enumerating all possible instantiations of the predicates
and action schemas for the objects defined in the PPDDL problem, one often performs
some kind of reasoning to identify (and generate in the first place) only those grounded
facts and actions that may actually become relevant in the resulting planning model. In
the Blocksworld example above, a block can be never stacked on itself. Thus modern plan-
ning systems won’t even generate facts of the form (on b b), or actions pick-up b b. To
produce and to represent the grounded planning model, different planners follow different
approaches. Of particular interest for this paper, specifically for the translation presented
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later on, is PROBABILISTIC FAST DOWNWARD’s (Steinmetz et al., 2016) grounding proce-
dure. PROBABILISTIC FAST DOWNWARD delivers the grounded planning model in terms of
a probabilistic multi-valued planning task (PMPT), an extension of MPTs (Helmert, 2006)
by probabilistic action effects:

Definition 1. A PMPT is a tuple (V,s9,G, A, X) of

e A finite set of state variables V. FEach variable v € V has a finite domain D,,
encapsulating individual PPDDL facts.

e The initial state sy, a complete assignment to the variables V.
e A conjunctive goal G, interpreted as a partial variable assignment to V.

e A finite set of (probabilistic) actions A. FEach action a € A is associated with a
precondition pre,, a partial assignment to V, and a discrete probability distribution
over outcomes out,. FEach outcome o € out, is associated with a probability p, €
[0,1] and a set of effects eff,. It must hold that ) ¢, Po = 1. Effects are tuples
(cond,v,d) of effect condition cond, again a partial variable assignment to V, the
affected variable v € V, and the new value d € D,, for v. An effect is called conditional
if cond is not empty. All effects of an outcome will be executed atomically, applying
only those effects whose conditions are satisfied.

e A finite set of axioms X. Axioms are not of interest here, and we thus skip the details.

One possible PMPT representation of the Blocksworld instance in Figure 1 can be de-
fined as follows. All (relevant) ground facts are collectively represented via seven variables:
empty with Dempry = {1,0} representing the facts (emptyhand) and its negation; two vari-
ables b; and clear; for every block where Dy, = {on; | j € {1,2,3}\ {i}} U {table, held}
representing the facts (on bi bj), (on-table bi), and (holding bi), and D, =
{1,0}. The initial state is given by so(empty) = 1, and for all blocks so(b;) = table and
so(clear;) = 1. The goal is defined in the same manner. The two depicted action schemas
are grounded into 12 actions (each block can be picked up from and put onto every other
block apart from the respective block itself). The action pick-up bl b2 has precondi-
tion pre = {empty=1, clear;=1, by=ons}, and two outcomes o1 and oy where p,, = % and
eff,, = {(0, empty,0), (0, cleara, 1), (D, by, held)}, and oz is defined similarly.

3.2 JANI

The JANI-model format (Budde et al., 2017), from now on referred to by JANI, allows to
express models of distributed and concurrent systems in the form of networks of automata
decorated with variables, clocks and probabilities. It was conceived to foster verification tool
interoperation and comparability. JANT allows to express properties to be checked based on
the probabilistic computation tree logic (PCTL) (Hansson & Jonsson, 1994), in principle
supporting the representation of properties beyond reachability. The JANI language follows
a JsoN-based format, which makes it particularly easy to parse and to extend it by new
features. This simplicity quickly led to many quantitative model checkers offering direct
support of JANI input, e.g., (Hahn, Li, Schewe, Turrini, & Zhang, 2014; Hartmanns &
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"variables": [
"name": "num",
"type":
{ "kind": "bounded", "base": "int",
"lower-bound": 0, "upper-bound": 3
1,
"restrict-initial": {
"exp": "=", "left": "num", "right": O },
"automata": [
"name": "autl", 0.5:
"locations": num < 2 num:=3
[ {"name": "L1"}, {"name": "L2"} 1], L1 ><§;{>
"initial-locations": ["L1"],
"edges": [ {
"location": "L1", 0.5:

num:=num-+1

"guard": { "exp":
||0 n : ||<" s ||left" : "nmn" , llri ht“ : "2"
) { "op & (autl)

Je
"destinations": [
{ "probability": { "exp": 0.5 },

"location": "L1",
"assignments": [
{ "ref": "num", "value": { "exp":
{ "op": "+", "left": "num", "right
"1 }
Fr1h
{ "probability": { "exp": 0.5 },
"location": "L2",
"assignments": [
{ "ref": "num", "value": 3 } 1 } ]
}13]

Figure 2: A JANI excerpt (left) encoding the global variable num of type integer with finite
range [0, 3] and the example automaton shown on the right.

Hermanns, 2014; Dehnert et al., 2017). Moreover, automatic translations from and into
different other modeling languages, e.g., the PRISM language, are readily available.

A JANI model consists of three main components: 1) a list of global variables; 2) an
automata network, i.e., a set of individual automaton specifications; and 3) the property
to be checked. JANT allows the specification of variables of many different types, including
discrete, bounded integer and real, continuous, and clock variables, enabling the represen-
tation of many different kinds of probabilistic systems. Expressions over these variables can
be composed of all standard arithmetic operations, as well as conjunction and disjunction.
An automaton is specified through a set of local variables, a set of locations, and a set of
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directed edges. Each edge defines a single source location, a guard, i.e., a condition that
must be satisfied to use the edge, and either a single destination or a discrete probability
distribution over multiple destinations. Besides the target location, each destination ad-
ditionally carries a list of assignments to global and local variables that apply atomically
whenever taking the edge leads to the destination. To give a formal semantics to the overall
automata network, JANI requires the definition of the system composition. In the simplest
case, in each step of the overall system, exactly one applicable automaton edge is executed
non-deterministically. However, JANI also supports the specification of synchronization vec-
tors, allowing the parallel or synchronized execution of edges of multiple automata based
on action labels. The property description may follow different schemes, depending on the
exact type of the quantitative measure to consider. Most relevant for us is the maximum
probability property Pmax, which is accompanied by the specification of the (temporal)
expression to be checked. JANI allows to define one or multiple initial states by putting
constraints on the global and local variables. Moreover, each automaton assigns a single or
multiple initial locations.

Figure 2 shows an example snippet of a JANI encoded automaton, called autl, and a
single global variable num. num is a bounded integer variable with initial value 0. The
automaton has two locations L1 and L2. From the initial location L1, there is a single edge
with two possible destinations, each weighted by a probability. Taking this edge requires
the automaton’s current location to be at L1, and the variable num to hold a value smaller
than 2. If the edge is executed and the first destination applies, the automaton’s location
is changed to L1, and the variable num is assigned to 3. The second destination introduces
a self-loop, leading back to L1, and increasing the value of num by 1.

4. Translations Between the Modeling Languages

This section presents translations between the modeling languages JANT and PPDDL in
both directions. The translations serve two important contributions towards the main mo-
tivation of this paper, closing up the gap between the probabilistic model checking and
probabilistic planning communities: (1) the exchange of benchmarks between both com-
munities; and (2) the comparison of the different techniques developed, both based on a
common testbed. Point (2), in particular, might further facilitate the exchange of algorith-
mic ideas between the communities. And point (1) connects to the statement presented in
(Hoffmann et al., 2020) that JANI is a very general language which has several benefits over
classical planning languages when describing planning domains. To simplify the translation
part, and to not skew our empirical comparison by modeling artifacts introduced by the
translation, we focus specifically on models that allow for a largely structure-preserving
compilation between the two languages. We will specify the restrictions we make along
with the technical discussion within this section. The translators are made available as an
online appendix.

4.1 From Jani to PPDDL

This section describes our procedure translating JANI into PPDDL. We first list all the
requirements on the JANI input model that we make. We then show step-by-step how the
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different JANI components are translated into PPDDL. We close the section with a small
discussion of this translation.

4.1.1 RESTRICTIONS TO JANI

To match PPDDL planning, we make the following assumptions:

e Initial state: JANI supports the definition of a set of initial states encoded as
arbitrary Boolean expressions over state variables. In contrast, the init block in
PPDDL’s problem description always defines a single state. In principle, it would
be possible to encode in PPDDL multiple initial states by introducing for each one
a separate PPDDL action schema, only applicable once at the beginning, and whose
application results in the corresponding state. In general, however, JANT’s initial state
formula may represent exponentially many states. As it is not possible to represent
such sets of states compactly in PPDDL, we restrict our attention to JANI models
that define a unique initial state by enforcing a single value for every variable, and
one initial location for every automaton. Evaluating multiple initial states at once in
a JANI model is very rare, i.e., in practice, the impact of this restriction is benign.

e Variables and constants: We consider the finite-state model fragment of JANI.
Although PDDL level 2.1, and thus also PPDDL, in principle support numeric state
variables and durative actions, the available optimal PPDDL planners don’t. We
hence exclude JANI models from consideration that contain continuous or clock vari-
ables. As will be detailed below, we compile integer arithmetic into PPDDL predi-
cates. For that compilation to work, we additionally require all JANI integer variables
to be associated with a lower and upper bound, cf. num in Figure 2. In practice, the
variables of most of JANI models are bounded anyhow. In other words, this restriction
is mainly a theoretical one.

e Automaton edge synchronization: Our translation assumes that synchronization
and communication of multiple automata are done via global variables only. JANI ad-
ditionally allows to define handshake synchronization between automata using action
labels. In a nutshell, every automaton edge may be associated with an action label.
Multiple edges of the same automaton may share the same label. JANI provides a
special block "syncs", which enforces the synchronous execution of automata edges
through the specification of action label vectors. For instance, in a model with three
automata, "syncs": [ "synchronise": [ "1", "1", null ] ] forces the first two
automata to execute 1-labeled edges in parallel. The third automaton does not take
part of this synchronization, so cannot execute any edge during this step.

JANT’s handshake synchronization could be modeled straightforwardly in PPDDL
by creating a single action schema for every possible combination of edges that may
execute in parallel. In the above example, this would mean to generate an action
schema for every pair of 1-labeled edges in the first and second automaton. In general,
however, this requires the consideration of an exponential number of action schemas
in the number of automata. Alternatively, one could use similar constructions as
in earlier works (Edelkamp, 2003), via the introduction of additional small protocols.
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This on the other hand requires to add many auxiliary state variables and actions, and
hence results in a considerable change of the underlying model. Our intention being
to stick to the fragment of JANI that allows for a structure-preserving translation into
PPDDL- without notable changes to the model itself — we therefore do not consider
JANI models using handshake synchronization here.

Properties: Properties in JANI constitute an extension of PCTL (Forejt et al., 2011)
with operators to query for minimal and maximal probabilities, as well as for ex-
pected reward computation. To support the evaluation of formulas on multiple initial
states, JANI furthermore provides a filter operation. The filter operation assumes
three arguments: the formula representing a set of states to take into consideration
(e.g., the initial states, but could also be a different set of states), the PCTL property
to be checked for these states, and an aggregation function matching the type of the
property (e.g., conjunction, minimum, maximum). In JANI models that satisfy our
aforementioned restrictions, more specifically in models with a single initial state, the
filter operation becomes unnecessary. If present, we will thus simply ignore the filter
operation in our PPDDL translation, and continue directly with the compilation of
the referenced PCTL property.

The focus of this paper is on the analysis of maximal goal-reachability probability. In
terms of JANI’s PCTL properties, this leads to two restrictions:

Firstly, we restrict JANI's quantitative property operands to only Pmax, i.e., targeting
at the computation of the maximal probability that a PCTL formula is satisfied. This
is the most relevant case in practice anyhow. In effect, we rule out quantitative prop-
erties that request for minimal probabilities (Pmin), as well as minimal and maximal
expected rewards (Emin and Emax). However, all three property types can in principle
be encoded in PPDDL as well, using similar compilation steps as we will show for
the maximal probability case. In particular, minimal probability analysis works out
of the box with our current translation, yet requires the PPDDL planner to support
minimal probability analysis. The compilation of reward properties is slightly more
difficult, since the reward function in JANTI is specified based on state properties, while
the rewards in PPDDL are defined on a per-action basis.

Our second restriction applies to the PCTL formulas themselves. We specifically
consider probabilistic co-safety properties. In particular, we consider only simple
PCTL properties of the form F¢ (eventually ¢), represented in JANI as TU¢ (true
until ¢), where ¢ does not use any temporal operator. The compilation of arbitrary
PCTL reachability properties into PPDDL would in theory be possible, following,
e.g., earlier works on compiling LTL properties into PDDL and PPDDL (Edelkamp,
2006; Baier, Bacchus, & Mcllraith, 2009; Camacho et al., 2017; Brafman et al., 2018).

These compilations however come with a doubly exponential explosion: in a first step,
the temporal formula is translated into some w-automaton whose worst-case size might
be exponential in the size of the formula; to identify states that satisfy the formula, this
automaton is in turn multiplied with the actual MDP state space. Hence, we avoid
such complications and can focus on the translation of JANI’s automata networks
into PPDDL. The impact of this restriction is low for the case study presented later
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because we concentrate on MazProb analysis of well established benchmarks in both
communities which all use properties which match the restriction.

4.1.2 TRANSLATION INTO PPDDL

This section describes how we encode JANI's variables, automata, and properties into
PPDDL. We assume JANI models as described in Section 4.1.1.

Variables and Algebraic Operations The available PPDDL planning tools do not
support PPDDL’s numeric fluent feature. To be able to actually use the models translated
from JANI, we therefore compile bounded integer variables and operations on them into pred-
icate logic, akin to previous works that encoded finite-range integer variables into PDDL
(e.g., Nakhost, Hoffmann, & Miiller, 2012). All variable types in JANI directly translate into
PPDDL types, with additional types var for variables, and loc for automata locations.
Values associated with a type in JANI are encoded as PPDDL objects of that type. The
generation of objects of integer type is restricted to the necessary numbers, determined from
the bounds of all integer variables. JANI variables are also encoded as PPDDL objects,
variable-value assignments are represented by the PDDL predicate (value var val). For
global variables, the PPDDL objects are named like the variables in JANI. To be able
to uniquely refer to variables defined locally within an automaton, their PPDDL object
names additionally include the name of the automaton. We list all JANI constants and
variables as PPDDL constants, so we can use them in action descriptions. The initial
variable assignments, as specified by JANI's restrict-initial blocks, translate directly
into PPDDL’s :init part. Figure 3 (a) exemplifies the translation of the global variable
num from Figure 2. The PPDDL objects for the integer values 1,2 and 3 are defined as
PPDDL constants, as they are required for the encoding of aut1’s edge later on.

Note that our translation does not enforce at a syntactic level that the values assigned
to bounded variables indeed lie within the specified ranges. JANI considers edges setting
bounded variables to values outside their domains as modeling flaws. Hence, assuming a
properly designed JANT model as input, the translation of edge guards suffices to ensure
that the variable assignments remain well-founded at any point in time.

Arithmetic and Boolean operations on integer variables are handled through additional
predicates, enumerating and explicitly listing the operations’ outcomes in the PPDDL ini-
tial state. Figure 3 (b) shows two examples, considering integers within [0, 3]. To compactly
encode nested expressions, we split these into the recursive application of arithmetic op-
erations. The outcome of each operation is stored in an auxiliary PPDDL parameter.
For instance, the expression (z1 + x2) * y will be encoded in PPDDL as the conjunction
(and (sum ?7x1 7x2 7auxl) (product 7auxl 7y 7aux2)). The result of this expression
can then be accessed through 7aux2.

Automata networks We keep track of the current locations of the automata by in-
troducing a separate predicate (at_X 7?1 - loc) for every automaton, where X gives the
automaton’s name. The different automata locations are mapped to PPDDL constants.
To uniquely identify an automaton’s locations across all automata, we additionally include
in the object’s name of every location an identifier of the automaton to which it belongs.
The initial location of every automaton is added to PPDDL’s :init block.
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11

(:predicates

%’ (sum ?i ?7j 7k - int)
(:types A (less ?7i ?7j - int))
var val - object
g int -
£ .1nt val) (:init
g (:constants num - var (sum n0 n0 n0) (sum n0 nl nil)
A nl n2 n3 - int)
(:predicates (sum n1 n0 n1) (sum nl nl n2)
(value ?x - var 7val - val)) g
= R
g © (sum n2 n0 n2) (sum n2 nl n3)
% (:objects n0 - int) A (sum n3 n0 n3)
o% (:init (value num nO)) (less n0 n1) (less n0 n2)
(less nl1 n2) (less nl n3)
(less n2 n3))
(a) (b)
(:predicates (property_satisfied
))

(:action autl_11 (:action achieve_property_dnfl
:parameters (?7i ?7j - int) :parameters ()
:precondition(and (at_autl :precondition (and (at_A A_G))

autl_L1) . ‘effect (and (
(value num ?7i) (less 7i n2) = property_satisfied)))
o (sum ?i nl zj>) § (:action achieve_property_dnf2
'S :effect (and (probabilistic . L oos g
g 0.5 (and (noE (value num 7i)) ‘paraneters (71 7j - int)
o . o 95 ‘ :precondition (and
VELLNS it ) (value x1 ?i) (value x2 ?j)
0.5 (and (l’lOt (at_autl (sum ?i 7J n2))
autl_L1)) :effect (and (
(at_autl autl_L2) property_satisfied)))

(not (value num ?i))
(value num n3)))))

~

:goal (and (property_satisfied)
))

() (d)

Problem

Figure 3: PPDDL snippets corresponding to the translation of (a) the JANI variable num
from Figure 2; (b) bounded-integer “+” and “<” operations; (c) autl’s edge in
Figure 2; (d) the JANI property expressing reachability of a state where either
automaton A is at location G, or where it holds that x1 + xo = 2.

The edges of the automata are represented by PPDDL actions. As we do not consider
the parallel execution of edges of multiple automata, every edge can be translated into an
independent action. The name of the PPDDL action is built from the JANI action name as
specified by the edge, the automaton’s name, the name of the source location, and possibly
the name of the destination location (if there is only one). The edge’s guard and source
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location are encoded as the precondition, the edge’s destinations, i.e., variable assignments
and the automaton’s new locations, as the effect. To access in PPDDL the values of the
variables referred in the edge description, as well as to represent and to access the results
of (nested) algebraic expressions, we introduce action parameters accordingly. Figure 3 (c)
shows the PPDDL action translation of the edge of the automaton aut1 given in Figure 2.

JANI permits disjunctive edge guards. Those can, in principle, be written into PPDDL
directly. However, due to the way probabilistic PDDL support is implemented in PROBA-
BILISTIC FAST DOWNWARD (Steinmetz et al., 2016), one of the main planning tools that we
will use later for comparison, disjunctive action preconditions are not supported. Therefore,
we compile away such guards using standard techniques for disjunctive normal form (DNF)
transformation (Gazen & Knoblock, 1997), followed by splitting the action into one copy
per disjunct.

Properties We introduce an auxiliary 0-ary predicate called property_satisfied. The
property to be checked is translated into a goal, through an action whose precondition is
the property expression and whose (deterministic) effect is (property_satisfied). This
predicate also becomes the PPDDL goal. Similar to the translation of JANI’s edges, the
goal achieving action obtains parameters to access current variable values and to represent
arithmetic operations. Since JANI's properties may contain disjunctions, in the transla-
tion into PPDDL, we again do a DNF transformation and create one action per disjunct.
Figure 3 (d) gives an example.

4.1.3 DISCUSSION

The size of the compiled PPDDL encoding relates linearly to that of the input JANI model,
except for (a) our encoding of finite-range arithmetic operations and (b) DNF transforma-
tion of edge guards/action preconditions. Both can be expected to be uncritical in practice.
Regarding (a), our encoding is exponential in the arity of arithmetic operations, which
is harmless as that arity typically is 2. Regarding (b), the exponential blow-up in DNF
transformation would be relevant only on highly complex transition guards.

That said, a potentially problematic aspect is the size of the grounded encoding result-
ing from our PPDDL, as the number of ground actions is exponential in the number of
action parameters required to capture all variable values relevant to the action. Any one
action may contain, in principle, arbitrarily many arithmetic expressions. Again though,
in practice, JANI edges — individual steps in the execution of a concurrent system — involve
few arithmetic operations. Moreover, the parameter-value combinations for ground actions
are constrained by the static predicates giving the semantics of the arithmetic operations.
Today’s planning systems exploit this property to not even generate obviously unreachable
ground actions in the first place. We will come back to this issue in our experimental
evaluation, Section 5.2.

4.2 From PPDDL to Jani

Since PPDDL heavily relies on first-order logic operations, particularly the parameterized
description of predicates and action schemas, which is not supported by JANi, PPDDL
cannot be translated into JANI right away. Prior to the translation into JANI, we therefore
first create a fully-grounded version of the PPDDL input model. We use PROBABILISTIC
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FasT DOwNWARD (PFD) for this purpose (Steinmetz et al., 2016). PFD describes the
grounded model as a PMPT, cf. Definition 1. Following the structure of the previous
section, we next list the assumptions we make on the PPDDL input models, detail how
PMPTs are translated into JANI, and finally summarize the compilation in a short discussion
paragraph.

Restrictions to PPDDL and PMPTs Our translation into JANI does not support
axioms. Nevertheless, this assumption does not bring any limitation in practice. All the
PPDDL benchmarks considered later on do not rely on this feature. Our translation itself
does not assume any other restrictions to PPDDL, i.e., with the exception of axioms, we
support all PPDDL features supported by PFD’s grounding procedure as well. The most
notable limitation caused by the latter is the support of numeric fluents. Being based on
the classical planning system FAST DOWNWARD (Helmert, 2006), PFD also inherits the
inability to handle numeric variables.

Translating PMPTs into Jani PMPTs without conditional effects can straightfor-
wardly be compiled into JANI. The variables V translate into global bounded-integer vari-
ables. For every PMPT variable v € V the range of the corresponding JANI variable is set
to [0, |Dy|], identifying every value d € D, by a unique integer of this range. The initial
variable assignments of sg are listed accordingly in JANI's restrict-initial block. The
goal is translated as the (temporal) property of eventually reaching the conjunction G. To
represent the actions of a PMPT in JANI, we introduce one automaton main with a single
location. For every action a € A a separate self-loop edge is added to this automaton. The
precondition of a becomes the edge’s guard, the outcomes become the destinations. With-
out conditional effects, the effects of an outcome can be listed directly as the assignments
of the corresponding edge destination.

The variable assignments associated with any destination of an edge in JANI are always
applied whenever the edge is taken and the destination occurs. To handle conditional
effects, one could use known methods to compile them away (Nebel, 2000), which would
then allow to use the translation method as described above. Such compilations however
involve considerable changes to the model. Our intention being to obtain a largely-structure
preserving translation, we thus follow a different approach by making use of JANI's edge
synchronization feature.

We model a single PMPT action a with conditional effects as a two step execution
in JANI. The first step determines which probabilistic outcome o € out, of a should be
executed. The second step atomically evaluates the conditions and, if satisfied, applies
the variable assignments of the effects of 0. In order to determine in JANT which outcome
should be executed, we add, for every o € out,, a new location to main. Those locations are
connected to main’s original location via a single edge, leading to the location of outcome o
with probability p,. This edge represents the choice of the application of a. The precondition
of a becomes the guard of this edge.

To atomically evaluate the conditions of all effects of outcome o, every effect is modeled
as a separate automaton, consisting of exactly one location. We enforce the parallel execu-
tion of all those automata via the synchronization over the action label [, ,, chosen to be
unique for all pairs of a € A and o € out,. For every conditional effect (cond,v,d) € eff,,
the corresponding automaton has two (self-loop) edges: one with guard cond, deterministi-
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(:action a
:parameters ()
:precondition (and (X val0))
:effect (and (probabilistic
0.7 (and (when (Y valO) (and (not (Y val0O)) (Y vall)))
(when (Y vall) (and (not (Y vall)) (Y val0))))

0.3 (and (not (X val0)) (X valil))))) (a)
Grounding

E PMPT action a with pre, = {z = 0} and out, ="

+ {01,000} :

' ® Doy = 0.7 and eﬁol = {<{y = 0}’y71>7 <{y = E

: 1}ay30>} :

L e Doy =03 and eff,, = {(0,2,1)} (b) !

Figure 4: Translation chain from PPDDL to JANI. The example particularly focuses on
the compilation of conditional effects into an automata network. The automata
network can then directly be encoded in JANI. JANI code is omitted for the sake
of brevity. In (c), the action labels used for edge synchronization are highlighted
in boldface.

cally changing the value of v to d; and one with guard —cond without affecting the value of
any variable. Both edges are labeled with [, ,. Finally, to make sure that the edges in the
automata for the effects of o can be executed, i.e., that the effects of o apply only if a was
actually applied and o has triggered, we connect the location in main of every outcome of
a to main’s original location via separate deterministic edges. The edge associated with o
is labeled with [, , and added to the corresponding synchronization vector.

Figure 4 shows an example of this compilation. For simplicity, the PPDDL snippet
at the top only includes the description of the action schema a. We assume that during
grounding, the predicates X and Y are translated into variables z and y, e.g., * = 0 repre-
senting the ground fact (X valO), z = 1 the fact (X vall), and so on. The PMPT action
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a for a is given in Figure 4 (b). a has two probabilistic outcomes, one of them contains
conditional effects. Hence, for every one of a outcomes’ effects, an automaton is added to
the overall network, cf. Figure 4 (¢). In the construction of main, two additional locations
are created to distinguish which outcome of a to apply. Both are connected to main’s initial
location via a single probabilistic edge. This edge requires pre, in its guard. After taking
this edge, the current location of main changes to either L[a:01] or L[a:0s], according to a’s
outcome probability distribution. Depending on main’s new location, the overall system
is forced to execute either a:01 or a:02. Consider a:01: Due to the edge synchronization
between main, A_o1_1, and A_o1_2, all three automata must execute an edge labeled with
a:0; simultaneously. In main, there is only one such edge, setting the current location back
to where it was initially. Regarding A_o1_1 and A_ol_2, the guard of only one of their
two a:op-labeled edges can be satisfied at any point in time. Note that their guards are
evaluated atomically before any variable is assigned to another value. If y = 0 holds in the
current state, then A_o1_1 must execute the upper self-loop, while A_o1_2 must execute
the self-loop at the bottom. Only after evaluating the edges’ guards and determining which
edges to execute, the corresponding variable assignments are applied. In the case y = 0
main’s location changes to L, and simultaneously, the value of y is changed to 1. The self-
loop in A_ol_2 constitutes a no-op, changing neither the current location of A_o1_2, nor
the value of any variable. This edge is only required for the synchronization on a:oy over
main, A_ol_1, and A_o1_2 to be well-defined. The case for y = 1 is symmetric.

Discussion The size of the automata network, and hence the size of its JANI encoding, is
linear in the size of the PMPT. However, the PMPT can be exponentially large in the size
of the PPDDL input in the worst case. In other words, our translation into JANI might
actually add an exponential blowup in the size of the PPDDL input. That said, JANI was
not designed for the description of first-order sentences or parameterized functions, making
the grounding part a necessary step in the translation from PPDDL to JANI. In practice,
grounding is usually not a bottleneck for the overall runtime of a benchmark and the size
explosion is moderate. PPDDL input processing is often slower than the preprocessing in
tools using other input languages but the analysis time afterwards can often be reduced
significantly by preparing the input well during grounding. We will have a closer look at
this issue in our empirical evaluation of input reading and processing, Section 9.

The representation of conditional effects in JANI requires some modifications to the
model. Thus we could not completely satisfy our goal of obtaining a structure-preserving
translation (from PMPT to JANI). Nevertheless, we claim that those changes are kept as
minimal as possible as described in detail above. The overhead introduced by our compi-
lation is entirely due of the combination of probabilistic action outcomes and conditional
effects. Since all automata except main only have a single location, which cannot change
through the entirety of the system execution, their current locations actually do not have to
be included in the state description. The introduction of additional locations to main may
indeed lead to a larger state space compared to the state space of the PPDDL model. A
comparison for the benchmarks used, is done in the empirical evaluation in Section 5.2. How-
ever note that all additionally introduced states will only have a single outgoing transition,
and that the compilation does not affect the branching behavior for any state, compared
to the PPDDL state space. JANI’s edge synchronization feature allows a more natural
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Section 4.1

PPDDL |

Probabilistic Model Checking ection 4.2 Probabilistic Planning

w2

Figure 5: Benchmark translation chain. For translating models between PRisSM and JANI,
we use existing tools (Hahn et al., 2014; Dehnert et al., 2017). The translation
between JANI and PPDDL is discussed in Section 4.

representation of conditional effects. In particular, we avoid the introduction of additional
state features, required, e.g., by other techniques to compile away condition effects (Nebel,
2000) to be able to sequence the execution of conditional effects.

5. Towards A Joint Benchmark Set: Translations and Empirical Study

As the development of different approaches to MDP reachability analysis was largely sepa-
rated between the model checking and planning communities, it is not very surprising that
the available planners do not offer implementations of model checking techniques, and vice
versa that the available model checkers do not offer implementations of the planning tech-
niques. Thus, to be able to actually compare empirically the different algorithms presented
in Section 2.1, we must consider model checkers as well as planners. However, there is no sin-
gle input language accepted by all these tools. Therefore, for this comparison to be possible
we need to have a benchmark selection that offers encodings in several modeling languages
for every benchmark instance. We use the methods presented in the previous section, along
with some existing translation methods, to create such a collection from previously estab-
lished benchmarks. The resulting benchmark collection is available as an online appendix,
and provides all models in PPDDL (Younes & Littman, 2004), JANI (Budde et al., 2017)
and PrisM’s (Kwiatkowska et al., 2011) language.

This section is structured as follows. We first describe how we created the benchmark
collection exactly. We provide information on which tools were used for the translation,
where the individual benchmark domains and instances originated from, and the criteria
that we used to select a benchmark into our collection. We conclude the section with
statistics about the translation process itself, shedding some more light on the issues that
were already touched in the discussions of Section 4.
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PRrisMm Benchmark Suite IPPC benchmarks

© Consensus 18 A Blocksworld 15
® ContractSigning 9 A Boxworld 15
® CouponCollector 54 /\  Drive 15
® Dice 28 A Elevators 15
@ DiningCryptographers 16 A ExplodingBlocksworld 15
O  DiningPhilosophers 12 A\ Random 15
@ FairExchange 17 A RectangleTireworld 12
@® rFirewire 33 A Tireworld 15
@ IsracliJalfon 24 A TriangleTireworld 40
@ MutualPnueliZuck 17 A Zenotravel 15
® PinCracking 26

O Rabin 8

Table 1: Benchmark collection: list of considered domains, their color codes, and the num-
ber of instances.

5.1 Benchmark Collection

Our collection consists of benchmarks from (i) the PrisM Benchmark Suite (Kwiatkowska
et al., 2012) and (ii) the last international probabilistic planning competitions using PDDL
as input, (IPPC) 2004 — 2008 (Younes, Littman, Weissman, & Asmuth, 2005). By default,
the models of source (i) are described in the PrISM language, those of (ii) in PPDDL.
To provide all models as PPDDL, JANI, as well as PrRISM input files, thereby covering
the input format for most of the state-of-the-art tools in probabilistic model checking and
probabilistic planning, we applied the translation chain depicted in Figure 5. We used
STORM’s (Dehnert et al., 2017) functionality to convert PRISM models into JANI, which in
turn are translated into PPDDL via the compilation presented in Section 4.1. We obtained
JANI encodings of the IPPC benchmarks using the translation of Section 4.2. The PRrIsM
files are generated via a conversion from JANI using EPMC (Hahn et al., 2014).

We selected a subset of all benchmarks from (i) and (ii) according to the requirements
of the methods translating between JANI and PPDDL. The list of considered domains is
shown in Table 1. To allow to distinguish between the domains later on, we will use different
color codes. For the ease of reference, those are listed in this table as well.

Specifically, we considered from (i) all models where the translated JANI files satisfied
the requirements of Section 4.1.1. The only exception is DiningCryptographers, where
edge synchronization was introduced during the translation from PRrRisSM. We instead used
a slightly modified version of this domain as part of the JANI Model Library?, where we

2. https://github.com/ahartmanns/jani-models
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removed the edge synchronization feature and slightly simplified the property description.
The PrisuM files are generated via a translation from the modified JANI files. This selection
resulted in 12 different domains and 262 instances.

From (ii), we considered all models that PFD (Steinmetz et al., 2016) could handle.
Particularly, 3 domains included action schemas with complex conditional effects, currently
not supported by PFD’s grounding procedure. The largest 3 instances of RectangleTire-
world could not have been grounded due to exceeding memory limits. For the remaining
domains, we used the most recent competition version. For TriangleTireworld, we also in-
cluded instances larger than those contained in the standard competition set, scaling the
triangle-side length to up to 74, cf. (Little & Thiebaux, 2007). After this selection, we are
left with 10 different IPPC domains and 172 instances. All in all, our collection consists of
22 domains with a total of 434 instances.

5.2 Empirical Study

All translations guarantee to produce equivalent models in terms of the overall system
behavior, i.e., when translating the MDP M’ described in language L into language L/,
it is guaranteed that every solution 7% to M’ has a correspondence L in MY with

V”L(SOL) = V”L/(SOL/), and vice versa in the other direction. However, it is in general not
guaranteed that the MDPs M~ and ML are exactly the same, i.e., have exactly same
states and transitions (subject to labeling). In the translation from L into L, representing
in L certain language features of L may require the introduction of additional state vari-
ables or actions. An example for this is the JANI to PPDDL goal compilation. Changes
to the MDP themselves may however bias the comparison of different tools or techniques
when they are run on different encodings of the same benchmark instance. Here we inves-
tigate this issue empirically for the translations done as part of creating our benchmark
collection. We compare the size of the input models for the different modeling languages.
Moreover, we report statistics for PFD’s grounding procedure, showing in how far it affects
the translations between JANT and PPDDL.

Model Encoding Size Figure 6 (a) reports average file sizes per domain for the three
modeling languages. Overall PRISM offers in many cases significantly more compact repre-
sentations than JANI. The largest differences can be observed in the domains of the PRISM
benchmark suite. This can be partially explained because the PrisM files there are hand-
written, exploiting various modeling features to obtain compact, while human-readable,
descriptions, whereas the JANI files are all generated by software. In the TPPC bench-
marks, the model encodings in JANTI are still larger than those in PrRisM but the difference
is much less noticeable. Also keep in mind that JANT was particularly designed with a focus
on the simplification of automatically reading and parsing the files. The JSON-based format
however comes with a considerable overhead in terms of file syntax.

Regarding the translation from JANI into PPDDL, consider in Figure 6 (a) the domains
from the PRisM benchmark suite. The encodings in both languages are about equally large
in the majority of the domains. There are, however, a few cases where the PPDDL files are
several orders of magnitude larger than the JANI files. In all but one case, this discrepancy
is due to the enumeration of numeric operations in the the PPDDL problem description.
As indicated by Figure 6 (b), in MutualPnueliZuck, the DNF transformation of JANI’s edge
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Figure 6: (a) Per-domain average file sizes, counting the number of non-whitespace charac-
ters. “PPDDL 7 gives the average sum of the domain and problem file sizes,
“PPDDL Problem” shows the average problem file size for reference. (b) Per-
instance comparison of the number of edges in JANI vs. number of action schemas
in PPDDL. (c) Same as (b) but considering the number of PFD’s grounded ac-
tions instead.

guards caused an exponential overhead during PPDDL’s action schema generation. In all
other domains, this compilation step was not an issue. The number of generated action
schemas corresponds almost directly to the number of edges.

For translations in the other direction, from PPDDL into JANI, recall that JANI’s edges
are created based on grounded actions. In the worst case, the grounding of PPDDL’s action
schemas is exponential in the number of parameters and the number of objects defined in
the PPDDL problem. As shown in Figure 6 (b), this indeed tends to happen in practice.
The overall structure of this plot is a result of the way the IPPC benchmarks are obtained.
Different instances of a single IPPC domain are usually generated by providing different
PPDDL problem files, e.g., varying the number of objects between different instances, but
using the same PPDDL domain file throughout. The number of action schemas is hence
constant per individual domain. In contrast, the exponential relation between number of
PPDDL objects and grounded actions leads to significant differences in number of JANI
edges. The explosion in the size of the grounded model is also reflected in the overall model
sizes, Figure 6 (a). In all IPPC domains, the JANI files are orders of magnitude larger
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than the PPDDL ones. Being translated from JANI, the same applies to the comparison
to PrIsM as well.

Finally, consider Figure 6 (c), which compares the number of edges in JANT to the num-
ber of actions in PFD’s grounded model. The selected IPPC domains contain conditional
effects of a rather simple form, allowing a trivial simplification to actions without conditional
effects. Consequently, the introduction of additional edges and automata was not required
for the translation from the grounded PMPT models into JANI. On the other hand, Fig-
ure 6 (c) reveals another issue related to handling numeric expressions in the translations
from JANI to PPDDL. In all but a few domains, the number of grounded actions differs
significantly from the number of JANI edges. The super-exponential growth of the number
of grounded actions originates from action schemas with many parameters, introduced as
part of handling nested arithmetic expressions in JANI’s edge definitions. Extreme exam-
ples are Dice, ContractSigning, FairExchange and Rabin. In the latter domain not a single
instance could have been grounded by PFD because of exhausting memory. Unfortunately,
with the lack of a direct support of numeric variables and operations by the state-of-the-art
probabilistic planning systems, the compilation into propositional logic is unavoidable.
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Figure 7: MDP state space size comparison between the PPDDL, JANI and PRISM encod-
ings of all benchmark instances: (a) — (c) compare the number of reachable states
individually per instance; (d) — (f) compare the number of reachable transitions.
PFD was used to generate the data for PPDDL, STORM was used to get the
values for JANI and PRISM.

MDP State Space Size To compare the different encodings of the same model at seman-
tic level, we roll out and construct the represented MDPs explicitly. Differences between
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the resulting MDPs are measured in terms of numbers of states and transitions reachable
from the initial state. Figure 7 compares the three modeling languages pairwise on a per-
instance basis. As expected, one cannot observe much of a difference between the different
encodings of almost every instance. Notable exceptions are DiningCryptographers, Dining-
Philosophers and Rabin. The JANI representations result in larger state spaces, in terms
of both of our measurements, compared to the respective PPDDL (if grounding was pos-
sible within time and memory limits) and PRisM encodings. Note that both, the JANI and
the PRISM data, were generated using the same tool, STORM, and the JANI encoding was
translated from the PRISM models using STORM’s conversion functionality. The differences
in the state space sizes originate from simple optimizations in the tool and not from differ-
ences in the model description. This means that currently for some inputs, like PRISM, the
state space is not explored further when a goal has been reached. This is not (always) the
case for JANI inputs, but will be fixed in a new updated of STORM. In MutualPnueliZuck,
the models in PPDDL have significantly more transitions than those in JANT and PRISM.
The reason is the DNF transformation of JANI’s edge guards, which in this domain led to
a blow-up in number of PPDDL action schemas with the additional effect of introducing
many (redundant) transitions to the state space.

6. Experiment Setup and Tool Overview

This section gives an overview of the setup of our empirical evaluation of probabilistic
model checking and probabilistic planning tools. We provide information for all the different
planners and model checkers that we used for this comparison. We used the benchmark
set from Section 5 as basis. All experiment runs were executed on a cluster of Intel Xeon
E5-2660 machines, running at 2.2 GHz. We enforced a time limit of 30 minutes and a
memory limit of 4 GB. All considered tool configurations use the e-consistency property to
check for termination. We chose the same value € = 1079 throughout.

Table 2 gives an overview of which tools have been considered in our experiments,
and which of the algorithms of Section 2.2 are supported. For every tool, we selected
the most recent version. The table reports version information where available. We next
give reasons for this particular selection, introduce each tool individually, and point out
particular configuration aspects.

6.1 Probabilistic Model Checkers

We try to cover the whole range of probabilistic model checkers, while keeping the experi-
ments and evaluation feasible. Our selection fell on one of the oldest and best-known, while
still very competitive, probabilistic model checkers: Prism (Kwiatkowska et al., 2011); a
more recently introduced selection of model checking tools: the MODEST TOOLSET (Hart-
manns & Hermanns, 2014); and one of the currently leading tools for all kinds of quantitative
model checking tasks: STORM (Dehnert et al., 2017).

PRISM Prism (Kwiatkowska et al., 2011) is a tool for formally modeling and analyzing
all sorts of systems that exhibit random or probabilistic behavior. It has a large benchmark
set, including communication, security and multimedia protocols, as well as randomized
distributed algorithms and biological systems. PRISM can handle discrete- and continuous-
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Value Iteration Heuristic Search
Input #
Explicit Symbolic Hybrid Prec. Variants Heuristics

MODEST 3.0.108 JANI Mcsta - - * - - 2
(Hartmanns & Her-
manns, 2014)
Prism 4.4 PRISM |EXPLICIT MTBDD SPARSE, % FRET-7 - 9
(Kwiatkowska et al., HYBRID BRTDP
2011)
STORM 1.3.1 JANI, SPARSE DD HYBRID X - - 12
(Dehnert et al., 2017) | PRISM
MGPT I-Dual PPDDL - - - - I-Dual BT, pmax 2
(Trevizan et al., 2016)
PROBABILISTIC PPDDL| TvI - - + I-Dual, T, hmax |36
FAST DOWNWARD FRET-{V,r} MSa,
(Steinmetz et  al., x {LRTDP, MSp,
2016) HDP} PDB, Pot

Table 2: Overview of the tools considered in our empirical study: top half shows the prob-
abilistic model checkers, bottom half the probabilistic planners. For each tool, we
list the configurations corresponding to the algorithms discussed in Section 2.2.
The “Prec.” column shows which VI precomputation optimizations are available:
precomputing all reachable states with goal-reachability probability of 0 or 1 (%);
and just 0 (x); pruning dead-ends identified via classical planning heuristics (7).
Entries with “~” indicate that an algorithms of the respective category are not
supported. The “#” column shows the total number of considered configurations.
hT denotes the trivial goal-probability heuristic, returning 1 for every state.

time Markov chains, MDPs and probabilistic (timed) automata. It only supports models
described in PRISM’s own language. PRISM allows to analyze properties in terms of various
temporal logics, e.g., LTL (Pnueli, 1977), PCTL (Hansson & Jonsson, 1994), and with a
particular aspect on continuous time CSL (Baier, Haverkort, Hermanns, & Katoen, 2003).
For this analysis, PRiSM offers multiple model-checking engines, different variants of VI:
one based on explicit state space and value function representations (EXPLICIT), a variant
purely based on MTBDD data structures (MTBDD), and two hybrid variants (SPARSE and
HYBRID). In EXPLICIT models are typically stored as sparse matrices or variants of, while
the SPARSE engine stores the probabilistic transition matrix solely symbolically, HYBRID
trades off memory usage for faster numeric operations, keeping also explicit representations
of some parts of the probabilistic transition matrix in memory. All value iteration variants
feature an option to identify states with goal probability 0, respectively 1, in a preprocessing
step. For the symbolic and hybrid configurations this precomputation step is entirely based
on symbolic data structures. Recently, Brazdil et al (2014) have extended PRIsM by a
variant of FRET-7 using BRTDP (McMahan et al., 2005) as underlying heuristic search
algorithm. That configuration has however not yet made it into the official PRISM version.
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Modest Toolset The MODEST TOOLSET (Hartmanns & Hermanns, 2014) provides sup-
port for the modeling and analysis of hybrid, real-time, distributed and stochastic systems.
Its modular structure supports a variety of input languages, in particular JANI, and features
various analysis backends. Several components are provided to solve various forms of quan-
titative model checking problems. For our MDP setting, we use McSTA. It provides the
MOoDEST TOOLSET’s variants of value iteration, using explicit data structures to build and
store the reachable state space and the state value vector. McCSTA optionally supports a
forward-search precomputation step to filter out states with goal probability 0, respectively
1. If an MDP gets too large to fit into main memory, the MODEST TOOLSET alternatively
offers a hard disk based value iteration implementation (Hartmanns & Hermanns, 2015).
To know which states to write to disk and which to keep in memory, a partitioning function
has to be provided externally. Since we don’t have such partition functions available for the
considered benchmarks, we do not consider this configuration here.

Storm STORM (Dehnert et al., 2017) is one of the most competitive quantitative model
checkers. It allows the analysis of the branching-time logics PCTL (Hansson & Jonsson,
1994) and CSL (Baier et al., 2003) on various types of models, such as discrete and con-
tinuous time Markov chains, MDPs, as well as Markov automata (Eisentraut, Hermanns,
& Zhang, 2010). STORM reads input files in many languages. For our purposes, STORM
accepts MDP descriptions in JANI and in the PRiSM language. For model checking MDPs,
STORM comes with several engines, including value-, policy-, and interval iteration, as well
as direct encodings based on LPs. Following Section 2.2, we specifically consider the en-
gines based on value iteration: a TVI implementation based on explicit representations
of the state space and value function using sparse matrices (SPARSE), a symbolic VI vari-
ant (DD), and a hybrid variant (HYBRID). Note that in contrast to PRISM’s HYBRID engine,
STORM’s variant does not cache any part of the probabilistic transition matrix in an explicit
form. PRISM’s SPARSE engine stores the probabilistic transition matrix symbolically, while
STORM-SPARSE uses sparse matrix datastructures for that purpose. In difference to the
MODEST TOOLSET and PRISM, STORM only supports the precomputation of states with 0
goal-reachability probability. This option is available in all three VI variants. Additionally
to the different engines, STORM is very modular in the use of libraries for internal data rep-
resentation, such as the symbolic data structure, and internal computations, like methods
to solve linear systems of equations or linear programs. We focused on the evaluation of the
different algorithmic approaches of the considered engines and stick to the default settings
for all other parameters.

6.2 Probabilistic Planners

The choice of optimality guaranteeing probabilistic planners for MaxProb analysis is rather
limited. The original FRET implementation (Kolobov et al., 2011) is not available anymore.
We consider the I-Dual implementation of (Trevizan et al., 2016, 2017) and PROBABILISTIC
FAST DOWNWARD (Steinmetz et al., 2016). Both planners are designed for reachability
analysis specifically, as can be expressed in PPDDL, and thus support only a fraction of
the properties handled by the probabilistic model checkers above.

Some of the planners’ configurations make use of random number generators. To reduce
the impact of “randomness” on our evaluation, we executed every planner configuration 5
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times on every benchmark instance, each time with a different random seed. We consider
an instance as solved by one configuration if the instance was solved for at least 3 of the
random seeds. All other reported data constitute median values over the random seeds. In
general, however, the differences between the runs of the seeds were negligible.

mGPT I-Dual MGPT (Bonet & Geffner, 2005) is a probabilistic planner developed
particularly for the analysis of stochastic shortest path problems. It is centered around the
heuristic search algorithms LRTDP (Bonet & Geffner, 2003b) and HDP (Bonet & Geffner,
2003a) and includes various probabilistic heuristic functions to improve their convergence
behavior. It accepts PPDDL as input. Trevizan et al. (2016, 2017) extended MGPT by the
support of constrained SSPs and the analysis of the Min-Cost Maz-Prob (MCMP) objective,
both handled via an implementation of the I-Dual algorithm. MCMP further constraints
the space of MazProb solutions to those minimizing a second optimization condition. As
we are here merely interested in MaxProb, we disabled the second part of MGPT I-Dual’s
analysis. MGPT I-Dual offers two goal-probability heuristics: the trivial heuristic A", and a
heuristic that returns 0 for states recognized by the classical planning heuristic A™** (Bonet
& Gefner, 1999) as dead-end, and 1 otherwise. MGPT I-Dual relies on Gurobi to solve
linear programs. We used Gurobi version 7.5.2 in our experiments.

Probabilistic Fast Downward PROBABILISTIC FAST DOWNWARD (PFD) (Steinmetz
et al., 2016) is an extension of the widely used classical planning system FAST DOWN-
WARD (Helmert, 2006) to the world of MDPs. Models must be provided as PPDDL input.
PFD supports the analysis of various reachability objectives such as expected cost (reward)
and, most relevant for us, MaxProb. Supported engines for MaxzProb are: a TVI imple-
mentation, both FRET-V and FRET-7 in combination with various SSP heuristic search
algorithms, and an I-Dual implementation. We instantiated the FRET configurations with
LRTDP and HDP. There are two goal-probability heuristics available: the trivial heuristic
hT, and the one that utilizes classical planning heuristics’ dead-end detection capabilities.
Regarding the latter, being based on FAST DOWNWARD, plenty of classical planning heuris-
tics are readily available. Since our only demand on those heuristics is recognizing as many
dead-ends as possible, we decided to stick to techniques particularly tailored for that pur-
pose. Namely, we selected the heuristics used by participants of the previous unsolvability
competition: A™** (Bonet & Geffner, 1999); two unsolvability merge-and-shrink heuris-
tics (Hoffmann, Kissmann, & Torralba, 2014; Torralba, Hoffmann, & Kissmann, 2016),
one providing full information about dead-ends (MSp), but being very expensive to con-
struct, and an approximative version which imposes a size limit on the abstraction size
(MSa); the dead-end PDB heuristic (PDB) and the dead-end potential heuristic (Pot) part
of Aidos (Seipp, Pommerening, Sievers, & Wehrle, 2016). PFD’s TVI engine additionally
features an option to use classical planning heuristic for pruning dead-ends during the con-
struction of the state space. PFD uses Cplex as LP-solver. Cplex is installed in version
12.6.3 on our machines.

7. Evaluation I: Comparing the Principal Approaches

In this section, we compare the approaches presented in Section 2.2 based on the implemen-
tations provided by the selected tools. Due to the large parameter space of the tools, we
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split up the evaluation into several sections. This section starts with the comparison of the
baseline algorithms only, ignoring the various available optimization options for the time
being. More specifically, all VI configurations considered in this section do not make use of
any preprocessing or precomputation step. For the heuristic search configurations, we only
consider the trivial heuristic. Note that, as has been shown in previous works (Steinmetz
et al., 2016), and as we will confirm in Section 7.2 and 8, heuristic search can be useful even
when ran without an informative heuristic. We make this selection so to get an isolated
view on the performance of the core algorithms first. Given the baseline results, the section
hereafter will show in detail how the different heuristic functions and other algorithm exten-
sions impact the performance. Despite ignoring the more elaborate configurations at this
point, the presented results reflect the tool and algorithm performances in general — even in
consideration of more elaborate configurations. In particular, all observations made regard-
ing the general relation between the different VI variants themselves, the relation between
different heuristic search algorithms themselves, as well as the relation across algorithms of
both classes, are not affected by the choice of the parameters that are omitted here. All
STORM configurations shown in this section use PRISM as input.

We proceed as follows. We first evaluate the different VI implementations and the
different heuristic search algorithms in isolation. We conclude this section with a comparison
of both families. Different configurations are compared individually per tool as well as across
tools. In particular, in the comparison of conceptually different algorithms, we try to use
and compare implementations within the same tool whenever possible. We do so to avoid
running into pitfalls such as low-level implementational differences between the tools, and
hence focus more on differences between the actual approaches.

In all reported results, we take into account the entire tool execution, particularly in-
cluding parsing the input models. Since the different tools use different input languages,
this potentially adds some noise to the comparison. The pragmatic reason why we still
include input processing is that some of the tools do not provide information about this
process. More importantly, however, we do so because some of the tools perform (more or
less expensive) preprocessing steps as part of processing the input, which may simplify the
work to be done later on by the actual MDP analysis algorithm. None of the results consider
the time and memory required for translating the models from their original descriptions.
In the following, we exclude the IPPC Boxworld domain from consideration since not a
single instance has been solved by any configuration.

7.1 Value Iteration

Table 3 shows a per-domain summary of the number of instances each VI tool configuration
could solve before running out of time or memory. We next discuss the results for the
explicit VI, symbolic VI, and hybrid configurations in this order.

Explicit VI We start with a comparison of the explicit state VI implementations. Both
STorM and PFD run topological VI. MODEST and the PRISM run instances of VI that
neither require the analysis nor exploit such graph structures. Although, PRISM offers a
topological VI variant as well, this configuration performed slightly worse than the one
shown here due to an overall larger memory footprint.
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MopesT PFD Prism STORM
Domain # Mcsta TVI EXPLICIT MTBDD SPARSE SPARSE DD HYBRID
Consensus 18 12 13 9 10 12 13 12 15
ContractSigning 9 9 1 9 9 9 9 9 9
CouponCollector 54 19 22 12 12 13 21 42 43
Dice 28 17 9 28 22 22 28 18 18
DiningCryptographers 16 7 9 4 16 8 8 16 16
DiningPhilosophers 12 5 4 3 9 4 6 9 9
FairExchange 17 9 2 6 17 9 11 9 9
Firewire 33 33 33 33 33 33 33 33 33
IsraeliJalfon 24 18 18 16 15 18 18 24 24
MutualPnueliZuck 17 4 2 3 8 4 4 9 9
PinCracking 26 8 9 6 20 7 8 26 20
Rabin 8 4 0 2 8 2 5 8 8
> PRISM 262 145 122 131 179 141 164 215 213
Blocksworld 15 4 4 4 4 4 4 4 4
Drive 15 15 15 15 6 6 15 8 8
Elevators 15 15 15 15 5 5 15 5 5
ExplodingBlocksworld 15 4 0 0 4 2 2
Random 15 1 1 1 0 0 1 0 0
RectangleTireworld 12 8 12 10 10 10 12 12 12
Tireworld 15 10 14 5 13 7 12 13 12
TriangleTireworld 40 5 5 4 3 3 5 7 7
Zenotravel 15 3 3 1 2 3 3 3 3
> IPPC 157 65 73 57 43 38 71 54 53
>3 419 210 195 188 222 179 235 269 266

Table 3: VI coverage table: number of instances solved within the limits. All configurations
come without any precomputation method. Best results are highlighted in bold.

Among the explicit VI configurations in Table 3, STORM’s SPARSE engine clearly stands
out. Besides solving the most instances overall, it provides highest per-domain coverage
values in almost all domains. PFD-TVI is the only explicit VI configuration that can
achieve higher coverage for some domains (some from each of the two benchmark sets).
This indicates the potential benefits of the topological VI variant. Unfortunately, not all
tools provide detailed statistics about their solving process. In particular, we cannot exclude
completely the impact of other implementation related differences between the tools.

In spite of the seeming dominance of topological VI, PFD-T1v1 still lags behind all model
checkers’ VI configurations in multiple PRISM domains. PRISM-EXPLICIT is not really com-
petitive with either MODEST-MCSTA or STORM-SPARSE. Even with PRISM-EXPLICIT’s slight
advantage over PFD-TVI in the PRISM benchmark part, it is the weakest VI configuration
in the overall comparison.
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Figure 8: Coverage as a function of overall time required to solve the instances for explicit
VI configurations. The three plots differ in the considered domains.

The same observations are reflected in runtime, Figure 8. Additionally, the figure makes
clear by how much STORM-SPARSE is ahead of its competitors. More importantly, however,
the different plots show quite nicely that the relative performance of the tools varies greatly
in between the two benchmark sets. While PFD-TVI cannot keep up with the performance
of the other VI configurations in the PRISM set, the picture is the complete opposite for
the IPPC benchmarks. Note that we counted here the tools’ overall runtime, including
input reading and processing. As we will discuss later in more details, the heavy use of
numeric variables and operations in some PRISM domains causes significant troubles to
PFD’s grounding procedure. This reason especially pertains to ContractSigning, Dice, and
FairExchange, where differences in terms of the coverage results were particularly large
compared to the model checker’s VI configurations. On the other hand, PFD is able to
handle more efficiently the native PPDDL benchmarks (where also grounding isn’t that big
of a problem). Yet here, the planner and model checkers (specifically STORM-SPARSE) differ
to a much smaller extent. This is to be expected given that the JANT and PRISM translations
are based on PFD’s internal, fully grounded, MDP representation. The lead of PFD-TVvI1
and STORM-SPARSE in the IPPC part provides another evidence of the effectiveness of
enhancing VI via state space graph properties.

Symbolic VI As far as the PRisM part of the benchmarks is concerned, none of the
explicit VI configuration can really compete with the symbolic VI implementations. As
shown in Table 3, over all PRISM domains, PRISM-MTBDD is able to solve 48 more in-
stances than PRISM’s explicit variant, STORM-DD even increases coverage by 51 instances
compared to STORM-SPARSE. Only in Dice both symbolic configurations turned out to be
worse than their explicit VI counterparts. In FairExchange, STORM-DD solves fewer in-
stances than STORM-SPARSE, but PRISM-MTBDD vastly outperforms PRISM-EXPLICIT. Vice
versa for IsraeliJalfon where PRISM-MTBDD solved one instance less than PRISM-EXPLICIT,
but STORM-DD could solve significantly more instances than STORM-SPARSE. The overall
picture looks different in the IPPC domains. The symbolic variants achieved better coverage
results only in Tireworld and TriangleTireworld. In the majority of the remaining domains
they however led to a significant decrease in coverage. Comparing the two pure symbolic
configurations, STORM-DD solves considerably more instances than PRISM-MTBDD in al-
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Figure 9: Per-instance comparison of (a, ¢) runtime in seconds and (b) peak memory usage
in MB. Entries marked with “co” represent instances that were not solved within
the limits.

most every domain, especially in CouponCollector. The only two domains where PRISM’s
symbolic engine can beat STORM-DD are FairExchange and Dice.

To shed some more light on these results, Figure 9 provides pairwise comparisons of
runtime and memory usage statistics. Figure 9 (a) and (b) compare STORM’s explicit and
symbolic configurations. The plots for PRiSM look similar. The following statements thus
apply to the PRISM configurations as well.

The crucial factor to the performance of the symbolic variants is the compactness of
the state space representation. In our experiments, the model checkers’ symbolic engines
were extremely efficient at exploiting well-structured automata networks where many au-
tomata have the same internal behavior, and dependencies and effects on global variables
are limited or follow regular patterns. Many of the models of the PRISM benchmark set
share this property. Taking a look at Figure 9 (b), STORM-DD has a significant advantage
in terms of memory usage over STORM-SPARSE in DiningCryptographers, DiningPhiloso-
phers, IsraeliJalfon, and MutualPnueliZuck, and Rabin. In DiningCryptographers (Lynch,
Saias, & Segala, 1994) and DiningPhilosophers (Lehmann & Rabin, 1981), each cryptog-
rapher and philosopher is modeled as a separate automaton, all of them have the same
local variables and relative transition behavior. The instances are scaled by just scaling
the number of automata. MutualPnueliZuck and Rabin are models of two famous mutual
exclusion protocols between multiple processes (Pnueli & Zuck, 1986; Rabin, 1982). The
individual processes are represented as separate automata, all again with the same internal
description. The instances only differ in the number of processes considered. Most of the
other PRISM domains follow a similar pattern.

While an advantage in representation size indeed carries over to runtime in many cases,
see Figure 9 (a), this is by no means guaranteed. For example, yet memory could be reduced
noticeably for Consensus, STORM-DD is still significantly slower than STORM-SPARSE due
to more expensive numeric operations on the symbolic data structures. On the other hand,
symbolic data structures do not necessarily yield more compact representations than explicit
encodings either. In fact, they may actually result in an exponential blow up. This worst-
case size explosion can be observed in Dice and FairExchange, as well as several IPPC
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domains. Having a symbolic representation much larger than the explicit representation
further amplifies the overhead of numeric operations.

Concretely, contrasting other PRiSM benchmarks, the Dice instances each contains just
a single automaton. These automata implicitly encode complex decision trees whose struc-
tures are much less suited for symbolic representations. Similarly, most of the IPPC bench-
marks come without regularly structured and independent components, too. For example,
in the Blocksworld domains, the components (the blocks) are highly interconnected: moving
one block has potential preconditions and effects on every other block. In particular, there
is no “component-local” information that could be exploited by the symbolic engines. An-
other example is Random, where the instances are randomly generated, hence eliminating
any exploitable structural property already by construction. The benchmark design is how-
ever not the only reason why the symbolic engines performed poorly in the IPPC domains.
Some of the IPPC domains actually have similar characteristics as sketched above. But as
opposed to the native PRISM benchmarks, the input files here do not provide information
about these structures directly (e.g., in terms of local automata variables, splitting the def-
inition of the transition relation into transitions of multiple automata, or even the order in
which the variables and automata are defined). It is well known that the performance of
symbolic engines crucially depends on such input file features (e.g., Maisonneuve, 2009).

Consider the Tireworld domains. Viewing the car and the spare tires as separate com-
ponents, the spare tire components are completely independent of each other and solely
interact with the car. Moreover, the spare tires all share the same behavior: they are avail-
able until the car decides to change the tire at the respective location. As the results in
Table 3 and those in Figure 9 already indicate, this simple domain structure can be effec-
tively exploited by the symbolic engines. However, it turns out that theses results don’t
actually reflect the symbolic engines’ full potential. By manually changing the model files
that come out of our translation, simply regrouping variables into separate automata (one
automaton for every spare tire, and one automaton for the car), STORM-DD is able to scale
in TriangleTireworld to instances with triangle length of even up to 108. In comparison, the
biggest instance part of our benchmark set has triangle-length 81. The highest previously
reported result was 74 (Steinmetz et al., 2016).

In general, however, it is unclear which specific variable orders, or other concrete proper-
ties of the input file, have a beneficial effect on the symbolic model representation. Previous
works in that direction solely focused on greedy methods (Maisonneuve, 2009; Klein, Baier,
Chrszon, Daum, Dubslaff, Kliippelholz, Marcker, & Miiller, 2018). We also experimented
with PRISM’s and STORM’s possibility to automatically find good variable orderings. These
approaches did however not lead to any notable difference to the results presented here.

Consider finally Figure 9 (c¢) which compares directly the two symbolic configurations
based on runtime. PRISM-MTBDD is able to clearly outperform STORM-DD in FairExchange,
where STORM-DD was not able to find a compact representation. On the other hand, there
are many domains where STORM-DD is several orders of magnitude faster than PRISM-
MTBDD. Overall, and as already indicated by the coverage results, STORM-DD is the more
efficient configuration in this comparison.

Hybrid VI By mixing explicit and symbolic methods, both PRisM and STORM are able
to improve coverage in several domains, cf. Table 3. The benefits of the hybrid variants are
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particularly visible in Consensus, a domain known to require many numeric computations
until reaching convergence. This together with a compact symbolic representation of the
state space, cf. Figure 9 (b), makes the hybrid VI configurations to the best performing
choices for this domain among all VI methods. STORM-HYBRID can maintain the good
overall performance of the pure symbolic DD configuration. The higher memory demand of
the hybrid variant results in worse coverage values in only PinCracking (off by 6 instances)
and Tireworld (1). In contrast, the performance of PRISM-MTBDD does not really carry over
to PRISM-SPARSE, losing in coverage in multiple PRiSM domains, as well as in Tireworld.
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Figure 10: Per instance comparisons of (a,b,d) overall runtime in seconds and (c) peak
memory usage in MB. Entries marked with “co” represent instances that were
not solved within the limits.

Figure 10 reports runtime and memory usage results. Comparing runtime of PRISM-
MTBDD and PRISM-SPARSE, the latter is almost consistently faster than the former. How-
ever, PRISM-SPARSE pays the benefits in runtime by memory. Particularly, PRISM-SPARSE
performs considerably worse according to coverage due to running out of memory in sig-
nificantly more instances. STORM’s DD and HYBRID engines perform overall very similarly
in terms of runtime and memory, cf. Figure 10 (a) and (b). For the Consensus instances,
STORM-HYBRID is able to reduce runtime by more than an order of magnitude compared
to DD. As already indicated by the coverage results, the larger memory requirements of
the hybrid variant is visible especially in PinCracking and Tireworld. In both domains,
the exponentially scaling nature of the instances is reflected directly in the explicitly stored
parts of STORM-HYBRID, whereas DD efficiently exploits its symbolic data structures show-
ing in a polynomially scaling performance over the instances. As visible in Figure 10 (d),
both hybrid configurations PRISM-SPARSE and STORM-HYBRID, provide almost the same
behavior on the commonly solved instances, with a slight advantage on sides of STORM-
HYBRID. STORM-HYBRID is however more memory effective, what also led to the difference
in coverage.

7.2 Heuristic Search

Table 4 provides coverage results for the different heuristic search configurations. We also
included PFD-TvI and STORM’s engines, the overall best performing VI configurations, for
the comparison as part of the next section. The choice of the heuristic search algorithm
underlying PFD’s different FRET configurations had no effect on the results. For simplicity,
we consider only the configurations using LRTDP. All of the following observations however
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MGPT PrisMm PFD STORM
Domain # I-DUAL FRET-m I-DUAL FRET-V FRET-m TVI SPARSE DD HYBRID
Consensus 18 4 1 6 2 2 13 13 12 15
ContractSigning 9 1 4 1 1 1 1 9 9 9
CouponCollector 54 10 6 10 18 18 22 21 42 43
Dice 28 12 28 9 9 9 9 28 18 18
DiningCryptographers 16 4 5 9 8 15 9 8 16 16
DiningPhilosophers 12 12 8 9 4 9 4 6 9 9
FairExchange 17 2 1 2 2 2 2 11 9 9
Firewire 33 18 33 33 33 33 33 33 33 33
IsraeliJalfon 24 5 13 11 18 20 18 18 24 24
MutualPnueliZuck 17 2 8 2 2 2 2 4 9 9
PinCracking 26 6 6 6 8 8 9 8 26 20
Rabin 8 0 8 0 0 0 0 5 8 8
> PRISM 262 76 121 98 105 119 122 164 215 213
Blocksworld 15 4 4 4 4 4 4 4 4 4
Drive 15 9 13 15 15 15 15 15 8 8
Elevators 15 10 10 12 15 15 15 15 5 5
ExplodingBlocksworld 15 3 2 2 4 5 4 2 2
Random 15 2 0 1 6 1 1 0 0
RectangleTireworld 12 12 11 12 12 12 12 12 12 12
Tireworld 15 13 14 15 12 15 14 12 13 12
TriangleTireworld 40 15 4 5 5 40 5 5 7 7
Zenotravel 15 2 0 2 3 3 3 3 3 3
> IPPC 157 70 58 70 71 115 73 71 54 53
S5 419 146 179 168 176 234 195 235 269 266

Table 4: Heuristic search coverage table: number of instances solved within the limits. Best
results over all shown configurations are highlighted in bold, best results among
the heuristic search configurations are underlined.

apply to the HDP variants as well. All shown heuristic search configurations deploy the
trivial heuristic h'.

FRET  We start with comparing the two FRET-7 variants. At the first glance, PRISM-
FRET-m and PFD-FRET-7 show quite complementary strength and weaknesses in terms of
per-domain coverage results. Taking a closer look, however, PRISM-FRET-7 is dominated
by PFD-FRET-7 in all cases where the latter does not suffer from PFD’s input reading.
More specifically, PFD-FRET-7 outperforms PRISM-FRET-7 in all IPPC domains. In the
PrisMm part, PFD-FRET-7 falls behind only in ContractSigning, Dice, MutualPnueliZuck,
and Rabin. In all four domains, as we shall see in Section 9, PFD’s grounding causes as
significant overhead. For the sake of clarity, and since all other heuristic search configura-
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Figure 11: Per instance comparison of (a,b,c) runtime in seconds and (d,e,f) total number
of different states touched before termination. “co” entries mark instances that
were not solved by the respective configuration.

tions suffer from the same issue anyway, we will use PFD’s implementation as the base for
comparisons to FRET-7 in the following.

Consider PFD’s FRET-V and FRET-m configurations.
clearly wins this comparison, solving more instances in 3 PRISM domains and in 4 IPPC
domains, and solving the same number of instances in the remaining domains. This result
must of course be considered in the context of the heuristic being used: the trivial heuristic.
FRET-V is known to perform poorly when run with uninformed heuristics. Nevertheless,
our findings for the trivial heuristic carry over and directly apply to the other tested heuris-
tics. We will stick to A" in this comparison for clarity’s sake and for consistency to the
other discussions in this section.

In terms of coverage, FRET-7

Figure 11 compares the different configurations pairwise, based on the overall tool run-
time and numbers of states touched before (regular) termination. Asshown by Figure 11 (d),
FRET-7’s focus on the analysis of individual policies resulted in significant reductions of the
numbers of considered states in many domains. This advantage usually translates into run-
time, see Figure 11 (a). Largest differences in terms of all of our measures can be observed
in DiningCryptographers, DiningPhilosophers, IsraeliJalfon, and the Tireworld domains. In
all these cases, after the first call to LRTDP, the current goal-probability value of almost
all non-terminal states was still 1. Consequently, FRET-V considered almost the entire
reachable part of state space in its first trap analysis call. Yet it is not possible to reach
the goal with absolute certainty in most Tireworld instances, lowering the stored value in
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LRTDP for only a fraction of the reachable states still sufficed to make the greedy policy
optimal. This allows FRET-7 to terminate without visiting the whole state space. In the
other three mentioned domains, the initial policy found by LRTDP was actually already
optimal and did not contain any trap. Therefore, FRET-7 could terminate already after
just analyzing this single policy graph (much smaller than the complete state space). On
the other hand, there are also some domains where FRET-7 is not able to find the optimal
solution while considering fewer states than FRET-V. In these cases, LRTDP usually had
to visit at least once every reachable state in order to turn the greedy policy into an optimal
one. This happens for example in PinCracking, where chances of reaching the goal was so
small that LRTDP was forced to bring down the goal probability estimate of almost every
reachable state to some extent. In some domains, such as CouponCollector or Dice, the
models don’t contain many non-deterministic choices that could be exploited by heuristic
search. In such cases, LRTDP already visits all or at least large parts of the reachable
states, canceling out the potential benefits of the FRET-7 variant.

I-Dual Comparing PFD-1-DUAL and PFD-FRET-V, both perform very similar overall,
though having strengths in different domains. For example, FRET-V solves more instances
in CouponCollector, IsraeliJalfon, and Elevators. In contrast, I-DUAL has the clear lead in
Consensus, DiningPhilosophers, and Tireworld. In Consensus, I-DUAL is actually able to
beat even FRET-7, showing the best performance among the heuristic search configurations
of Table 4 in this domain. In most of the domains, I-DUAL is however not competitive
with FRET-7, solving considerably fewer instances. It should be noted that the I-Dual
algorithm was originally designed for MDP multi-objective analysis. The flexibility of the
LP encoding allows very easily to consider and compare multiple policies, different LP
solutions, by adding additional LP constraints, or changing the objective function. For
MazxProb analysis, this functionality is not really required. In fact, as the comparison of
FRET-V and FRET-7 already showed, it turns out that for MaxProb it is much more
effective to focus on proving one particular policy to be optimal.

Figure 11 (b) and (e) compare PFD’s I-DUAL and FRET-7 engines based on runtime
and states touched before converging to the solution. To limit the overhead associated with
solving multiple linear programs, PFD-I-DUAL and MGPT-I-DUAL exploit that differences
between the linear programs of two consecutive iterations are small: Warm starting the
LP solver with the previous solution tremendously improves the overall solving process.
Despite this optimization, the dependency on LPs still resulted in a severe runtime over-
head. PFD-FRET-7 usually finds a solution orders of magnitudes faster than PFD I-DUAL,
even in cases where both configurations consider the same number of states (such as for
example CouponCollector, PinCracking, and RectangleTireworld). A notable exception is
Consensus. This domains exhibits a complex transition behavior, which shows in strong
cyclic dependencies between the states’ values. This causes LRTDP’s value estimates to
only converge slowly to the optimal value function, requiring many trials until termination.
In contrast, PFD-1-DUAL suffers much less from this issue, the LP solver being able to deal
efficiently with such variable dependencies.

In terms of the number of visited states, Figure 11 (b), the results are mixed with advan-
tages on sides of both approaches. In most cases, differences must however be contributed
to tiebreaking choices within the algorithms. The biggest gap between the two can be

288



BRIDGING THE GAP BETWEEN PROBABILISTIC MODEL CHECKING AND PLANNING

observed in IsraeliJalfon, DiningPhilosophers, Firewire, and TriangleTireworld. All these
domains have in common that the goal is reachable from the initial state with absolute
certainty. Although not guaranteed by this property in general, LRTDP could stop after
doing just single a trial, leaving the exploration of the initial greedy policy as termination
check. Moreover, these policies didn’t contain any trap, i.e., FRET-7m actually only needed
this single LRTDP call to derive the maximal goal-probability. Hence, the values in Fig-
ure 11 (b) plotted for those domains give exactly the number of states that are visited by the
selected policy. PFD-I-Dual visiting more (or less) states then simply shows the existence
of another optimal policy visiting more (or fewer) states. With a different initialization of
the greedy policy, or different tiebreaking choices within the LP solutions, both could have
followed the same policy as well.

To conclude this paragraph, we compare MGPT-1-DUAL and PFD-1-DUAL. Even though
they have the same underlying algorithm, both configurations show complementary perfor-
mances in many of the domains. In terms of coverage, this is most clearly visible in Firewire,
IsraeliJalfon, and TriangleTireworld. The difference can principally stem from two reasons:
low-level implementation details, and tie breaking in the execution of I-Dual. Both con-
figurations being based on different tools, they naturally differ in the way PPDDL files
are parsed, the state space is represented, and also in which LP solver is used. Regarding
the second reason, I-Dual follows concrete LP solutions which are not necessarily unique in
general. Therefore, multiple executions may differ depending on which solution was given
by the LP solver. Within the individual tools, variance between different runs of the same
configuration was however small. Figure 11 (c) and (f) compare the two implementations
on a per instance basis using as measurements runtime and numbers of states touched
before reaching the optimal solution. In terms of the state results, both configurations
perform quite similarly on the commonly solved instances. This suggests that tie breaking
within the LP solutions plays only a minor role in the cross tool comparison, too. On
the other hand, runtime varies highly depending on the domain. Extreme examples are
DiningCryptographers and IsraeliJalfon where PFD-1-DUAL is orders of magnitude faster
than MGPT-1-DUAL. By contrast, in DiningPhilosophers and Random the exact opposite
is true. These results must be attributed to the implementation specific differences be-
tween both planners. Across all domains, PFD offers a slightly better performing I-Dual
implementation, yet, the overall advantage coming entirely from the PRISM.

7.3 Cross Comparison

Both, explicit VI and the different heuristic search algorithms, use similar data structures
to store and access state space information. Naturally, we start with a comparison of
those two classes. We use PFD for this comparison, as it offers implementations of all the
relevant approaches (although not necessarily the most efficient ones). We again use LRTDP
as underlying algorithm of the FRET configurations and restrict consideration to the h'
heuristic. Consider Figure 12, which compares the three heuristic search approaches with
PFD-TV1 based on runtime and numbers of states touched before a solution was found. A
per domain comparison of coverage results is included in Table 4. The following observations
are reflected directly in this table.
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of different states touched before termination. “oco” entries mark instances that
were not solved by the respective configuration.

Since initially the trivial heuristic does not lead to any restriction in the space of greedy
policies, FRET-V expands the entire state space in the first FRET iteration. Hence, as
shown in Figure 12 (d), FRET-V does not lead to any reduction compared to value iteration
in terms of considered states. On the other hand, there is an overhead associated with
FRET, which in some cases shows in runtime results. In Consensus, LRTDP was the main
bottleneck, which required a substantial number of iterations of value updates until finally
reaching a fix-point. Due to the consideration of k', we somehow consider FRET-V’s worst
possible performance. Nevertheless, plugging in the other heuristics gives almost identical
results to those shown in Figure 12 (a) and (d).

Let’s turn to FRET-7, Figure 12 (b) and (e). As was shown already in the comparison
with FRET-V, FRET-7 can effectively restrict focus onto a subset of the reachable states in
many domains. Most of the time, advantages in terms of considered states translate directly
into runtime reductions. In cases where FRET-7 could not reduce the considered states
noticeably, runtime was usually no worse than Tvi. There are however three exceptions:
Consensus, ExplodingBlocksworld, and Zenotravel. The state spaces of these domains have
lots of cycles that, due to LRTDP’s and HDP’s path-based value updates, require them to
perform many such updates until eventually converging.

Consider next Figure 12 (c) and (f). Similar to FRET-7, I-DUAL is often able to find
optimal solutions by touching only a fraction the reachable states. In terms of runtime
however, I-DUAL does not look too good in comparison to TVI. I-DUAL is faster in only
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DiningPhilosophers and Tireworld, where the difference between numbers of considered
states was also particularly large. In many other domains, I-DUAL was several orders of
magnitude slower than TVI.
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Figure 13: Coverage as a function of overall time required to solve the instances for a
selection of VI and heuristic search configurations. The three plots differ in the
considered domains.

We close this section with the comparison of heuristic search and symbolic VI variants.
This comparison particularly makes visible a separation between planning and model check-
ing in our benchmark selection. Figure 13 compares performance considering coverage as a
function of time. Table 4 breaks down these results to individual domains. Symbolic VI,
here represented by STORM-DD, vastly outperforms the heuristic search configurations in
all PrisM domains but DiningPhilosophers. In MutualPnueliZuck and Rabin, only PRiSM’s
FRET-7 implementation is able keep up with DD, the other heuristic search configurations
suffer from previously mentioned issues. The lead of STORM-DD is because of the following.
Firstly, for historical reasons, the PRiSM benchmarks were particularly chosen and designed
so that symbolic engines work well. This has become apparent already in the compari-
son between explicit and symbolic VI configurations. Secondly, many PRISM benchmarks
heavily use numeric variables and operations (especially ContractSigning, FairExchange,
MutualPnueliZuck, and Rabin). As we will show later on, translated into PPDDL, these
however caused major troubles in PFD’s grounding procedure, negatively affecting the per-
formance of all PFD configurations. Yet, PRISM’s heuristic search variant does not suffer
from this issue, our previous analysis has shown that this implementation isn’t necessarily
the most efficient one. DiningPhilosophers, in contrast, does not rely on numeric operations.
Moreover, heuristic search approaches work particularly well in this domain, e.g. LRTDP’s
first trial already finds the optimal policy. On the other hand, as the symbolic approaches
were not really competitive to the explicit VI configurations in the IPPC domains, it is thus
not surprising that PFD-FRET-7 outperforms STORM-DD in almost every IPPC domain.

8. Evaluation II: Ablation Study

In the previous section, we have compared the different MDP goal probability analysis
algorithms at principal level, ignoring the various optimization options and other configu-
ration parameters. Here we catch up on this, showing whether and in how far the different
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parameters impact the performance. We start with a comparison of the selected heuristic
functions from PFD. For the sake of brevity, we will then pick the best-performing heuristic
from this comparison to 1.) evaluate the dead-end state reduction method in VI, and 2.) to
analyze what difference it makes to use dead-end detection heuristics for heuristic search.
Along with 1.), we include in the analysis the precomputation option to identify 0- and
1-goal-probability states prior to performing value updates. We close this section with the
evaluation of the remaining, mostly tool specific, options.

8.1 Heuristic Functions
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Figure 14: Comparison of the heuristics selected for PFD. Plots (a) — (d) compare total

number of states with the number of states visited in exploration with dead-end
pruning. (e) compares visited states between h™** and MSp. (f) — (i) compare
the different heuristics based on the number of states evaluated per second.

We compare the different classical planning heuristics introduced in Section 6.2 inde-
pendent of the actual MDP analysis algorithm. The observations made in this section are
invariant under the used algorithm, i.e., they are directly reflected in the results of the
actual PFD configuration runs. To evaluate a heuristic, we ran a forward exploration of
the MDP state space using the heuristic for dead-end detection. If the heuristic recognizes
a state as dead-end, we abort the traversal at this state and continue with the next state to
be expanded. In other words, we treat recognized dead-ends as if they were terminal states.
Similar to the other experiments, we set the time limit to 30 minutes and the memory limit
to 4 GB. We evaluate the performance of a heuristic based on two measures: the number of
states visited in the corresponding forward exploration compared to the number of states
visited in the forward exploration without pruning dead-ends; the overhead of the heuristic
functions is captured in terms of numbers of states for which the heuristic was computed

292



BRIDGING THE GAP BETWEEN PROBABILISTIC MODEL CHECKING AND PLANNING

per second (the time includes the initialization of the heuristics’ data structures). Figure 14
shows the results. MSp is not shown in this figure. Its results were very similar to MSa.

Consider Figure 14 (a) — (d). In most of the domains, none of the heuristics resulted in
notable state space size reductions. The reason lies primarily in the benchmark selection.
There are several domains which do not contain any dead-end at all, e.g., CouponCollector,
DiningCryptographers, IsraeliJalfon, and Elevators. In other domains, a large fraction of
the dead-ends, if not all, are actually terminal states, e.g., FairExchange, Tireworld, and
TriangleTireworld. The domains where dead-end pruning lead to significant reductions in
the number of visited states are Dice, PinCracking, RectangleTireworld, and Exploding-
Blocksworld. Overall, Aidos’ (Seipp et al., 2016) PDB and potential heuristics are the
weakest dead-end detectors in this comparison. The effect of dead-end pruning using Pot
is visible in only a single domain: RectangleTireworld. h™** was the only heuristic which
achieved noticeable state reductions in all four aforementioned domains. In fact, as in-
dicated by Figure 14 (e), in all domains but RectangleTireworld, h™?* provided optimal
dead-end information in the sense that it visited the smallest possible number of states
considered using any one of the dead-end detection heuristics.

In addition to benefits in terms of quality of the estimations, h™®* is also more efficient
to compute than the other considered heuristics, see Figure 14 (f) — (i). The estimates
of MSa and PDB are based on abstractions of the determinized state space, computed
as part of the initialization of the heuristics. This initialization almost always caused a
prohibitive runtime overhead. h™#* does not need such expensive precomputation steps,
but may require more time per heuristic evaluation. As depicted in Figure 14 (f) and (g),
when counting both time spent on heuristic evaluation and the heuristic initialization time,
h™aX yastly outperforms MSa and PDB. h™#* was also more efficient to compute than Pot,
Figure 14 (i). This is also not very surprising, as the latter heuristic requires to solve a
linear program in each heuristic evaluation.

8.2 Preprocessing Options for VI

Figure 15 compares runtime between the configurations that perform and do not perform
any preprocessing step prior to VI. The performance of STORM’s VI configurations was
not affected by enabling the precomputation step. The STORM-SPARSE plot in Figure 15 is
representative for all three of STORM’s VI variants.

The precomputation of states with 0/1-goal-reachability probability had only a minor
to no impact on the explicit VI configurations. Differences can only be observed for MOD-
EST-McsTA. In Consensus, MODEST’s graph-analysis added a significant overhead while
the precomputation brought almost no reduction in the number of VI iterations required
until convergence. In IsraeliJalfon and Zenotravel, MCSTA with the precomputation option
was slightly faster. The instances of both domains have goal-reachability probability of 1,
i.e., in both domains MCSTA-% can terminate directly after the state-space graph analysis
without even performing any VI operation at all. In contrast to explicit VI, the hybrid and
symbolic variants benefit more from the precomputation of 0- and 1-goal-reachability prob-
ability states. The precomputation configurations of PRISM-MTBDD and PRISM-SPARSE
significantly outperform their non-precomputation counterparts in several domains. Due
to more expensive numerical operations on the symbolic data structures, the impact of

293



KLAUCK, STEINMETZ, HOFFMANN, HERMANNS

00 T 00 E—r—rrrrm 4@ 00 E ®
3 i | 3l L4 4 | 3l |
- 10° E E - 10° E ) ‘. E . 10¢ E = E
g 1 8 o 1 8
T 1 % °® 20
2107 4 B10%f S @ 4 2107 © E
2 E E - ’ S £ *)
r g e © g [ @
8 [ 1 8 J 8 [ '
& 10" E E glﬂl E ERE] 10" E El
o I 1 e o
z | 12 12 1
10° E 3 10° E E 10° E 3
107[7 Ll IR Il Ll Ll 1071 L Ll Ll Ll Lol L 1()717 Lol Ll Ll Ll L
107! 100 10! 10% 10% e 107! 10° 10t 102 103 > 107t 10° 10t 102 108 o
V*=0/1 precomputation () V*=0/1 precomputation () V*=0/1 precomputation ()
(a) PRISM-EXPLICIT (b) PRISM-MTBDD (c) PRISM-SPARSE
00 £ 0 D 00 E D
0% g 10° 10% E
g g P
£ ° & [ o [
102 f o 3, 2107 Zi0t ¢ 9
Ey b A (C] E' g b .
st B [6) s R ®
210k ® £ 10! 210t A A E
E Z E E
s f SF3 © s F e o
4 [ Z r
L L (G) b
109 10° 10°F o
10 Kl vl vl il 10-1 . ST arms Y S UTITY SO EUOTTT
107! 10° 10! 102 10° e 1071 10° 10! 10? 10° R 1071 10° 10! 10? 103 o0
V*=0/1 precomputation () V*=0 precomputation (x) Pruning with h™MaX (1)
(d) MODEST-MCSTA (e) STORM-SPARSE (f) PED-TVI

Figure 15: Runtime (in seconds) comparison of VI configurations with versus without pre-
processing optimizations. “co” represents instances not solved within the limits.

the reduction of the number of such operations is particularly visible for PRISM-MTBDD.
Runtime could be substantially reduced in CouponCollector, IsraeliJalfon, and Zenotravel.
The runtime advantage also translated into coverage results for CouponCollector (42 solved
instances) and IsraeliJalfon (+9). PRISM-SPARSE does not primarily benefit from the re-
duction of numerical operations, but rather from precomputation of the 1-goal-probability
states itself. The precomputation step in PRISM-SPARSE is solely based on a symbolic analy-
sis of the MDP state space. Runtime and coverage results could be significantly improved in
DiningCryptographers (+8 instances solved), DiningPhilosophers (+5), IsraeliJalfon (46),
and Rabin (+6). In all four domains, the goal-reachability probability is 1. Thus, PRisSm-
SPARSE-* terminates directly after the computation of the 1-goal-probability states, in
particular avoiding the initialization of the explicit data structures that would be required
for value propagation. On the contrary, STORM’s precomputation option only supports the
identification of 0-goal-probability states. As exemplified by Figure 15 (e), the performance
of none of STORM’s VI variants is affected by this preprocessing step. This is in line with
the observations made for MODEST and PRISM, whose preprocessing options made only a
difference in domains with many 1-goal-probability states.

Finally, consider Figure 15 (f). The previous section has shown that the number of
considered states can be reduced via dead-end pruning in only a couple of domains. The
heuristic evaluations however always induce a considerable overhead, which is reflected in
the runtime plots in Figure 15. The overhead induced by A™#* shows particularly dominant
in DiningCryptographers, where dead-end pruning does not have any effect (all states being
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able to reach the goal). On the other hand, in PinCracking the number of considered states
could be reduced tremendously, cf. Figure 14 (d). This also shows in the runtime com-
parison, PFD-TVI with A™?* dead-end-pruning being several orders of magnitude faster
than PFD-TVI without such pruning. In terms of coverage, PFD-TVI-Ah™#* solved more
instances in PinCracking (410) and ExplodingBlocksworld (+1), and less instances in Din-
ingCryptographers (—1), compared to PFD-TVIL

8.3 Heuristic Search with Dead-End Detection Heuristics
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Figure 16: Per-instance comparison of the different heuristic search configurations using
the trivial heuristic hT versus h™* for dead-end detection. Plots (a) — (d) show
number of states visited before termination. Plots (e) — (h) compare runtime (in
seconds). “o0” indicates instances that could not be solved within the limits.

Figure 16 shows a per-instance comparison of the trivial heuristic hT and h™®* for
dead-end detection for the various heuristic search methods. The FRET configurations
again deploy LRTDP as underlying heuristic search algorithm. The results for HDP are
similar.

In terms of state reduction, Figure 16 (a) — (d), the plots look similar to what we have
observed before. Dead-end pruning with A™?* again leads to considerable state reductions in
PinCracking, ExplodingBlocksworld and RectangleTireworld. What is new here is that the
heuristic search algorithms can also benefit from the heuristic even when only terminal states
are identified as dead-ends. This particularly shows in Tireworld and TriangleTireworld.
In these cases, the heuristic still provides a one-step lookahead for the identification of
terminal state. This can be exploited by the heuristic search algorithms to immediately
discard actions from consideration whose application may lead to a terminal state recognized
by the heuristic. This in turn may result in disregarding other, potentially non-terminal,
successor states stochastically reached via the skipped actions, as well.
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Regarding runtime, the overhead associated with the heuristic however makes void state
reduction advantages in almost all cases, cf. Figure 16 (e) — (h). The h™* configurations are
slightly ahead of their AT counterparts mainly in PinCracking and ExplodingBlocksworld.
In both domains, the state reduction achieved by h™®* was particularly large. In Coupon-
Collector and DiningCryptographers, A™#* doesn’t lead to any state reduction, yet its eval-
uation results in a significant slow down of the respective configurations.

Yet to a smaller extend, similar observations are visible in the coverage results: The
results for PED’s h™# configurations differ only in DiningCryptographers (in favor of A"),
PinCracking (in favor of h™**) | and ExplodingBlocksworld (h™®*) . The effect of h™**
on MGPT-1-DUAL is similar. h™®* is beneficial primarily in Consensus, CouponCollector,
PinCracking, and ExplodingBlocksworld, where also dead-end pruning resulted in a notice-
able state reductions. As opposed to this, h™®* purely constitutes a runtime overhead in
DiningPhilosophers, Firewire, and TriangleTireworld, which is reflected in a considerable
coverage decrease.

8.4 Caching in Hybrid-VI
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Figure 17: Comparison of PRISM’s SPARSE and HYBRID engines based on commonly solved
instances: (left) peak memory usage in KB, (right) runtime in seconds.

We finally investigate PRISM’s ability to speed up hybrid VI by explicitly constructing
parts of the transition matrix. Figure 17 compares PRISM-SPARSE and PRISM-HYBRID, both
run without the 0/1-goal-probability state precomputation option. Overall, differences be-
tween the two configurations were negligible in terms of all our measures (runtime, memory,
and coverage). Specifically, consider the left plot (memory usage). The non-symbolic stor-
age of parts of the transition matrix in PRISM-HYBRID is reflected in memory usage only in
a few cases, the symbolic state space occupying the biggest fraction of the used memory.
Differences can be observed primarily for instances with (comparatively) small state spaces,
where both engines don’t require much (in the region below 10 MB) memory anyway. In
terms of runtime (right plot), notable differences can be observed primarily in Consen-
sus, IsraeliJalfon, and Tireworld, PRISM-SPARSE actually outperforming PRISM-HYBRID. In
these cases, caching parts of the transition probability matrix does not noticeably reduce
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the computational cost of numeric operations, while the extraction from the symbolic data
structures still incurs an overhead.

9. Evaluation III: Input Reading and Processing

We close our empirical evaluation with the investigation of a non-algorithmic specific aspect.
In the previous sections, we have evaluated the performance of the different algorithms
by comparing tools that possibly read models in different input languages. The different
modeling languages however require different, more or less, expensive methods to read,
parse, and process the input files. This could potentially bias the comparison. In this
section, we consider this issue more closely. MODEST and PRISM do not report any statistics
about how much time was spent on processing the input files. In the following, we will thus
report results only for STORM, PFD, and MGPT. For PFD and MGPT, we consider the
time required to ground the PPDDL models, in addition to parsing the input files. JANI
and PRrRISM do not require such operation. The input processing time for STORM consists
of reading the model files, and mapping this to STORM’s internal model representation.
Figure 18 shows the results.
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Figure 18: Per-instance comparison of time (in seconds) spent on processing the input files.

Figure 18 (a) compares the time required to read and parse JANI and PRISM models
in STORM. STORM reads most of the instances within a split second, without notable
difference between the two modeling languages. There are a few exceptions. Despite JANI’s
design principle of being easy to parse, there are only two domains where STORM is actually
able to read JANT models faster than the corresponding PRISM variants: ContractSigning
and FairExchange. In both domains, all instances could however been read within less
than one second. When comparing such small numbers, other non-tool related factors
may become the decisive factor, making it hard to draw any final conclusion from them.
On the other hand, however, there are several domains where processing JANI required
significantly more time. This can be observed especially in Dice, RectangleTireworld, and
Zenotravel. Since all three domains contain models that take up to (or even more) than
10 seconds to read, with differences between the encodings of several orders of magnitude,
the dominance of the PRISM encodings there becomes much more evident. The automatic
translation from PRISM into JANI could be a possible explanation. However, since the
Prisu files in RectangleTireworld and Zenotravel are constructed from JANI, the PRISM to
JANTI translation cannot be the only reason. Even though the JANI files are generally larger
than the PRISM ones, the size difference in aforementioned domains is not much different

297



KLAUCK, STEINMETZ, HOFFMANN, HERMANNS

from other domains (cf. Figure 6 in Section 5). It remains open what exactly is causing the
performance difference in those domains.

Figures 18 (b) and (c¢) compare PrisM and PPDDL input processing. The planners
and STORM yield almost the same results for the IPPC models. Differences can be ob-
served almost only for instances that were processed within one second where, as above,
we abstain from drawing any concrete conclusion. The picture however changes completely
for the PRISM part of our benchmark suite. There both planners’ input processing turned
out to be consistently slower than STORM. Although many of the sample points still fall
into the “< 1 seconds” region (the gray areas), there also exist several domains where one
can observe a significant deviance. A striking example is Firewire. While the time mea-
sured for STORM’s input reading remains constant over all instances, the planners exhibit
an exponential behavior. The reason for the latter lies in grounding. The Firewire models
represent a (discrete) clock via a bounded integer variable that comes with a comparatively
large domain. The time period considered, and thus the domain size of this variable, varies
between the different Firewire instances. Figures 18 (b) and (c) demonstrate the overhead
of encoding the clock variable into a propositional model. Grounding also caused a signifi-
cant overhead in Dice, DiningCryptographers, and IsraeliJalfon. The explanation provided
for Firewire also applies to Dice. IsraeliJalfon is a model of a well-known self-stabilizing
algorithm (Israeli & Jalfon, 1990). Different instances scale in the number of processes
considered. The PCTL property asks for the probability that the network of processes
eventually reaches a stable configuration. To this end, the property is accessing some sta-
tus variable of every process. In our straightforward compilation into the PPDDL goal
action schema, this leads to the introduction of action schema parameters whose number
scales polynomially in the number of processes. Grounding this action led to the exponen-
tial explosion that can be observed in the comparison plots. The same issue appears in
DiningCryptographers.

Figure 18 (d) compares MGPT and PFD. MGPT has an advantage for the instances
processed within less than 1 second. Larger differences can be observed in CouponCollector,
Dice, IsraeliJalfon, TriangleTireworld, and RectangleTireworld, without clear advantage on
either side. The extreme cases are IsraeliJalfon, where MGPT’s PPDDL processing is up
to 3 orders of magnitude slower than PFD’s, and Dice and RectangleTireworld where PFD
is almost consistently 2 orders of magnitude slower than MGPT. The differing performance
must be attributed to the different grounding algorithms used by both planners.

As we have seen above, the worst-case size explosion of the JANI to PPDDL translation
can indeed be observed in a few domains. To examine in how far this affects the runtime of
the overall solver configurations, as presented in the previous sections, Figure 19 provides
information of the relation of the input processing time to the overall runtime. We chose
one representative configuration for each of the three tools. The reported data for a domain
and solver configuration are average values over all runtimes and input processing times for
those instances which 1) were solved by the respective configuration, and 2) the configuration
took longer than 1 second to solve them. We do 2) to reduce bias towards smaller values,
assuming that harder instances yield more meaningful results. Note that the data entries of
different configurations may include different instances. Since loading PRISM models takes
usually only a split second, it is not very surprising that input processing takes up only a
small fraction of the overall runtime of STORM-DD. Consider the probabilistic planners. The
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Figure 19: Per-domain average overall tool runtime and input processing time (striped).

overall picture looks again completely different between the IPPC domains and the domains
from the PRISM benchmark suite. Among the former, MGPT-I-DUAL’s input reading is not
noticeable in terms of total runtime at all. For PEFD-FRET-m, PPDDL processing shows in
overall runtime only in RectangleTireworld. On the contrary, in almost half of the PRism
domains, MGPT’s and PFD’s PPDDL grounding takes actually more time than solving the
models. In DiningCryptographers and IsraeliJalfon both planners, and in ContractSigning,
Dice, FairExchange, Firewire, and MutualPnueliZuck, PFD-FRET-7, spend on average even
more than 90% of their runtime on just reading the models.

10. Related Work

We presented a compilation from the probabilistic planning domain definition language
(Younes & Littman, 2004) into the widely used model checking language JANI (Budde et al.,
2017). In a similar fashion Edelkamp (2003) introduced a compilation of the verification
of safety properties in protocols modeled in the Promela language (Holzmann, 2004) into
classical planning. In difference to our approaches, that compilation is designed to broadly
cover Promela, and is not structure-preserving as it requires the introduction of several
artificial state variables and actions for each individual Promela automaton transition.
Baier and Mcllraith (2006) considered classical planning with goals expressed via a fi-
nite state-sequence variant of LTL (Pnueli, 1977). Patrizi, Lipovetzky, De Giacomo, and
Geffner (2011) have shown how to use standard classical planning tools in order to ana-
lyze general LTL formulas, considering particularly the fraction of LTL concerning infinite
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sequences of states. In this paper, we concentrated on reachability analysis (Baier et al.,
2018) of MaxProb properties (Kolobov et al., 2011; Teichteil-Kénigsbuch, 2012; Trevizan
et al., 2017).

In the context of probabilistic planning, some works exploited temporal logics in or-
der to encode non-Markovian reward functions (Thiébaux, Gretton, Slaney, Price, & Ka-
banza, 2006; Camacho et al., 2017; Brafman et al., 2018). To be able to still use existing
planning algorithms, compilations back to standard formalisms are considered. Teichteil-
Koénigsbuch (2012) has presented a very general class of probabilistic planning models,
incorporating formalisms from probabilistic model checking. Due to this generality, how-
ever, the models fall out of scope of existing algorithms. Later works (Sprauel et al., 2014)
proposed simplifications to that framework in favor of computational complexity, yet the
analysis of the resulting models still requires the use of specifically designed methods.

On the algorithmic side in planning MDP heuristic search (Barto et al., 1995; Hansen &
Zilberstein, 2001; Bonet & Geffner, 2003b) is a class of algorithms particularly tailored for
reachability analysis. In this context Brazdil et al. (2014) applied and extended the heuristic
search algorithm BRTDP (McMahan et al., 2005) in probabilistic model checking, showing
promising results in their preliminary experiments. Baumgartner et al. (2018) have adapted
the I-Dual algorithm (Trevizan et al., 2017) for the purpose of probabilistic automata synthe-
sis, outperforming existing methods in several domains. Other heuristic search algorithms
are often only applicable to stochastic-shortest path problems (SSP) (Bertsekas & Tsitsiklis,
1996). To lift the application of SSP heuristic search algorithms to a more general class of
MDPs, including particularly MazProb MDPs, Kolobov et al. (2011) proposed the FRET
framework, which we presented above and considered in the evaluations.

PROST (Keller & Eyerich, 2012) is a probabilistic planner based on Monte-Carlo tree
search. It does not handle goal probability maximization though.

On the model checking side the explicit construction of the MDP’s state space is often
stored compactly by using symbolic data structures (Miner & Parker, 2004; Kwiatkowska
et al., 2004). This approach is also implemented in some planners, for example in SPUDD
(Hoey, St-Aubin, Hu, & Boutilier, 1999), a stochastic planner using value iteration in com-
bination with decision diagrams on factored MDPs, where dynamic programming is applied
without enumerating the whole state space. In addition, there are symbolic extensions
of Monte Carlo search (e.g., in Cui & Khardon, 2016). This technique is used for online
stochastic planning for problems with large factored state and action space. But these
approaches have not been used for goal-probability analysis.

A lot of research in the area of symbolic MDP probabilistic planning has also been done
by Sanner et. al. They used symbolic dynamic programming (Sanner & Kersting, 2017;
Vianna, de Barros, & Sanner, 2015) for parameterized hybrid MDPs (Kinathil, Soh, & San-
ner, 2017a, 2017b) and developed a bounded approximated version thereof (Vianna, Sanner,
& de Barros, 2013), where the intractable growth of extended algebraic decision diagrams
is avoided by the use of a bounded error compression technique. Symbolic dynamic pro-
gramming is also used for continuous state and observation POMDPs (partially-observable
MDPs) (Zamani, Sanner, & Fang, 2012), where it is shown that exact symbolic dynamic
programming solutions for continuous state MDPs can be generalized to continuous state
POMDPs with discrete observations. In a comparable way there is also an implementation
of symbolic dynamic programming with XADDs on various discrete and continuous MDPs
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(Sanner, Delgado, & de Barros, 2012). But these approaches again have not been applied
to goal-probability analysis which is the focus of our work.

Furthermore, there are not only symbolic versions of value iteration but also symbolic
approaches for policy iteration in the planning community. For example symbolic oppor-
tunistic policy iteration for factored-action MDPs, is an approach which lies between VI
and modified policy iteration (Raghavan, Khardon, Fern, & Tadepalli, 2013). But, again,
these approaches have not been applied to goal-probability analysis.

11. Conclusion

We have established a new connection between probabilistic model-checking and probabilis-
tic planning, both at the level of models, as well as at the level of algorithms. At model
level, we developed translations from JANI to PPDDL and back. These compilations made
it possible to create a common benchmark set, providing planning systems access to quanti-
tative model checking models, and vice versa, making available the IPPC benchmarks to the
model checking community. At algorithm level, we used this benchmark set to empirically
compare various techniques developed by both communities, heuristic search methods and
value iteration variants. The empirical results demonstrate once more that performance
depends, as always, on the domain. The heuristic search algorithms could often find an
optimal solution, taking into account only a small fraction of the overall state space. This
was possible even with just using the trivial MazProb heuristic. By using more informative
heuristics, in terms of dead-end identifiers, the results could be slightly improved in some
domains. In many other domains, dead-end identification however turned out to be not
very helpful or even detrimental. On the other hand, the model checkers follow a different
approach. Instead of reducing the number of states to be considered, they try to represent
the entire state space as compactly as possible. The resulting symbolic VI variants provide
state-of-the-art performance in many domains.

In the comparison of planning versus model checking techniques, probabilistic heuristic
search algorithms turned out to be competitive in several model checking benchmarks, while
the model checker’s VI variants can also compete with the probabilistic planners in some
IPPC domains. In an aggregated view, however, in each communities’ own benchmark set,
the tools of the respective community outperform the tools of the other community. The
reason can be attributed to conceptual differences in the types of models usually considered
in each community. On the one hand, historically, the planning models are strongly centered
around propositional logic. Although PDDL and PPDDL were extended by the support of
numeric fluents, the considered planners do not support these. On the other hand, many of
the model checking domains make heavily use of numeric variables and operations. Although
these can in principle be compiled into a language fragment supported by the planner,
this translation caused a severe overhead in the planner execution. The performance of
the model checkers on the other side crucially depends on structural information already
provided through the input description. This structural information, if existing at all, is
however not readily available for the planning benchmarks.

To foster compilability of model-checking models into probabilistic planning, support for
numeric state variables, and for more general goals, would be desirable. Since the planners’
grounding operation often constitutes a significant portion of the entire tool execution,

301



KLAUCK, STEINMETZ, HOFFMANN, HERMANNS

this moreover suggests the development of hybrid methods between grounding and lifted
methods in planning, combining the benefits of both sides.

The more promising approach, though, is to instead port probabilistic heuristic search
algorithms to model checking tools, to obtain a native realization tackling all the syntactic
elements that cannot be easily compiled. In this sense, our research motivates a large area
of cross-fertilization, pertaining to the exchange of algorithms. We already went into this
direction by implementing FRET-7 in the MODEST TOOLSET and comparing it against the
classical tools in QComp 2019 (Hahn et al., 2019). For QComp 2020 the implementation
has even been extended towards property types beyond MazProb. A major challenge for
future work in this area will be the extension of probabilistic heuristic search to the analysis
of general temporal formulas. As dead-end detection heuristics were beneficial to heuristic
search in only a few domains, more informed MaxzProb heuristics would be desirable. In this
context, the integration of probabilistic heuristic search into probabilistic model checkers
would also provide access to the wealth of abstraction techniques developed by the latter
community.

Solvers based on symbolic data structures have been used very successfully in optimal
classical planning (Torralba, Alcdzar, Kissmann, & Edelkamp, 2017). This together with
our empirical results suggest the adoption of the model checker’s symbolic VI variants
into the algorithm portfolio of goal probability analysis in probabilistic planning. A major
challenge here is the automatic detection of structural properties of the models that can
be efficiently exploited via those data structures. The focus on reachability properties may
provide another source of planning model tailored optimizations to the symbolic engines.

The lessons learnt from the study of this paper can be summarized in the following list:

e Performance of model checkers and planners depends as always on the domain struc-
ture.

e Many model checking benchmarks consist of multiple largely independent components
that generate the same transition behavior, which is exploited by symbolic engines.
Planning benchmarks often do not contain such a structure.

e Techniques from one community can achieve state-of-the-art performance in bench-
marks of the other community.

e Performance comparison on benchmarks is however in favor of the solvers and algo-
rithms of that particular community. This means:

— We should broaden tools’ scope to make them efficient on both benchmark types.

— VI enhancements from model checking could be useful in planning and heuristic
search algorithms from planning that could be useful in model checking

e More efficient support of numeric variables and operations in planning is needed.

e Hybrid methods between grounding and lifted methods in planning would combine
the benefits of both sides.

e Porting probabilistic heuristic search algorithms to model checking tools would be
beneficial.
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